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Preface

Since the early 2000s, the annual joint meeting of the German Research Training Groups (Graduiertenkollegs) funded by the German Research Foundation (DFG) have been held at Schloss Dagstuhl - Leibniz Centre for Informatics. Schloss Dagstuhl is one of the world’s leading venues for computer science seminars. The aim of the meeting is the interactive exchange of research results, ideas, and experiences in order to strengthen the German computer science community, also across different levels of seniority. This volume documents the abstracts of the research topics of the funded researchers in the participating RTGs and provides an insight into current research trends in Germany. This year’s meeting was jointly organised by RTG 2236: 'UnRAVeL Uncertainty and Randomness in Algorithms, Verification, and Logic' and took place from 26. - 29. May 2024. (Dagstuhl event number 24223). The meeting consisted of a balanced mix of research workshop, a poster session, and a session where young researchers could ask senior researchers “Everything you always wanted to know about research and a research career”. In addition, two keynotes were organised on important current topics in computer science: Christin Seifert, University of Marburg and Lisa Musculus, German Sport University Cologne. The organisers would like to thank all participants for their contribution to a successful and enlightening event in an open and welcoming atmosphere.
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The two HPI Research Schools for “Service-Oriented Systems Engineering” and “Data Science and Engineering” are the HPI graduate schools. Our research schools devote themselves to current topics in the fields of IT systems engineering and data science with high potential in academic research as well as in industrial application. PhD students at our schools participate in joint activities such as lectures, seminars, winter schools, and workshops. With their interdisciplinary structure, our schools interconnect the HPI research groups and foster close and fruitful collaborations. Frequent workshops with the international branches of the graduate schools at the University of California in Irvine (USA) and the University of Cape Town (South Africa) encourage academic exchange.

**Research School “Service-Oriented Systems Engineering”**

Design and implementation of service-oriented architectures impose numerous research questions from the fields of software engineering, system analysis and modeling, adaptability, application integration and IT security. “Service-Oriented Systems Engineering” represents a symbiosis of best practices in object orientation, component-based development, distributed computing, and business process management. It provides integration of business and IT concerns.

Since 2005 the research school “Service-Oriented Systems Engineering” investigates this research topic in the field of IT-systems engineering with high potential in academic research as well as in industrial application.

**Research School “Data Science and Engineering”**

The increasing abundance of data in science and in industry creates many challenges and opportunities. Data science has grown to be a foundational discipline in information technology, allowing new insights from data and creating ever more intelligent applications. Simultaneously, it is becoming increasingly difficult to collect, clean and deliver the vast amounts of data and apply and maintain complex data science processes. Targeting these challenges, the discipline of data engineering has become equally foundational.

The 2019 newly established research school “Data Science and Engineering” unites top PhD students in all areas of data-driven research and technology, including scalable storage, stream processing, data cleaning, machine learning and deep learning, text processing, data visualization and more.
Enhancing Developer Experience through LLM-Assisted Mentorship

Lukas Böhme (lukas.boehme@hpi.de)
Supervisor: Prof. Dr. Robert Hirschfeld

Programmers encounter numerous challenges in software development when getting onboarded on a new project. Peter Naur’s view of programming as theory building rather than mere code production highlights the importance of program comprehension and theory building for effective integration into software projects. The resulting learning curve to fully comprehend the project hampers the swift adaption of new projects and risks introducing errors due to knowledge gaps. Current practices of onboarding newcomers to a project include studying documentation, exploring the codebase, and mentorship, each with shortcomings. Documentation is spread over multiple sources and is prone to becoming outdated. Codebases might grow too large, and thus, identifying relevant information for a concrete task becomes overwhelming. Mentoring requires a substantial amount of time from experienced programmers, and mentees must have the courage to ask questions (even simple ones).

Large language models (LLMs) hold the potential to overcome many of the mentioned shortcomings by assisting and guiding programmers, effectively acting as virtual mentor. Current LLM applications focus on generating code, but their application in parsing and explaining project-related information is essential for theory building. However, LLMs face limitations as virtual mentor due to their training on public data, often lacking specific information on new or private projects. To address this, Retrieval Augmented Generation (RAG) allows to incorporate project-specific insights, improving answer quality. Leveraging RAG requires identifying and implementing information retrieval algorithms to harvest pertinent details from documentation or the codebase. This research investigates information retrieval algorithms to extract information from codebase and documentation for a given query a mentee might ask. We explore practices such as (1) embedding-based and knowledge graph-based search as well as (2) incorporating static and dynamic information of the codebase. By introducing a novel set of strategies for information retrieval, we elevate LLMs to provide high-quality answers tailored to distinct projects. Thereby, novices can be supported in building a reliable understanding and a solid theory about their project, aligning with Peter Naur’s view of programming as theory building.

1 Peter Naur, Programming as Theory Building (1985), https://doi.org/10.1016/0165-6074(85)90032-8
Programming In and For Virtual Reality

Leonard Geier \{leonard.geier@hpi.de\}
Supervisor: Prof. Dr. Robert Hirschfeld

As interest in virtual, augmented, and mixed reality (VR, AR, XR) increases, development tools for this domain become more and more important. However, the development of applications in this space can be cumbersome, especially if the application needs to be run frequently. Whenever a developer wants to switch between editing and testing an application hands-on, they need to switch between their desktop and their VR development environments, which necessarily entails a device switch involving the VR headset. This process creates developing friction.

Self-sustaining and live programming systems, which allow code to be easily modified while it is running, would be a promising way to achieve this goal—by both developing and testing an application in VR, the developer avoids costly context switches, which leads to shorter feedback loops, in turn reducing the cognitive load.

However, interaction in VR radically differs from the conventional desktop metaphor. It follows that the traditional mouse-and-keyboard interactions used in the most popular development environments cannot be transferred directly, or even at all, to VR. A set of new interactions that are ‘VR-native’ becomes necessary for development.

Text poses a major hurdle, since it is the main way that programs are represented. Text entry in VR carries with it harsh trade-offs; often, it is either slow (e.g. using a 6DOF controller) or tethers the user to a physical location (e.g. that of the physical keyboard)—both undesirable.

Alternatively, a VR programming system could be based on a rich set of presentations other than text, which creates new opportunities and exciting research questions.

Initial forays into this space proved promising. Live feedback in VR is desirable for programmers, and having a three-dimensional workspace appears to encourage code exploration. This also opens opportunities for novel workflows exclusively in VR and mixing desktop and VR, or asymmetric collaboration where one participant wears a VR device.

To explore this space, we are currently developing a self-sustaining programming system for virtual reality on the basis of WebXR and SqueakJS.
Delay-Robustness in Distributed Cyber-Physical System Models

Mustafa Ghani (Mustafa.Ghani@hpi.de)
Supervisor: Prof. Dr. Holger Giese

Distributed Cyber-Physical Systems (DCPSs) are omnipresent and their analysis against provided specifications is a central challenge. Distribution results in communication delays among agents that have to be adequately taken into account by software models to avoid race conditions. However, engineering systems at a higher level of detail by incorporating communication delays explicitly inflates model size and impedes analysis.

In this thesis, we employ Timed Graph Transformation Systems (TGTSs) to model DCPSs and distinguish between local immediate and remote $\delta$-delayed observations, requiring up to $\delta$ time units.

We then (a) demonstrate potential absence of $\delta$-delay robustness for TGTSs models, (b) provide a procedure widening safe behavioral options of a verified 0-delay system model to derive a minimally restricted $\delta$-delay robust TGTS model, and (c) analyze the resulting TGTSs model for new unsafe behavior.
A post-translational Modification (PTM) is an alteration on a protein that changes the amino acid sequence into a functional proteoform and therefore highly increase the complexity of the overall proteome. PTMs regulate not only the physical or chemical properties of proteins but also their structure, stability and cellular location. Overall, they affect almost all cellular processes.

In addition to the most studied PTM, phosphorylation, more than 300 known PTMs exist. Since the individual modifications also often rely on each other, a much higher degree of combinatorial variation occurs. This type of interaction is called crosstalk. Discrepancies in these interaction is linked to the development of various diseases, e.g. Alzheimer’s disease and diabetes.

Through the shotgun approach of proteomic mass spectrometry, which got the method of choice to analyse PTMs, the protein sequences are divided into subsequences. Therefore, it is no longer clear which PTMs are located simultaneously on the same protein molecule.

To address this problem I am building a tool which is able to reconstruct the original proteoforms using statistical methods. Therefore, I simulate the process of the shotgun approach with a known ground truth and afterwards analyse which PTMs generally occur in the simulated data. I then utilize the PTM identifications and peptide quantitative information to initialise all possible proteoforms. An expectation maximization algorithm then calculates a probability score for each of the proteoforms. To exclude those proteoforms which are not supported by the data regularization is applied to only reconstruct proteoforms that are most likely represented in the sample.

The new knowledge gained from proteoform identification and PTM co-expression enables targeted functional experiments using synthesized versions. Also, the method can be applied post-hoc to all publicly available proteomics datasets and provide an overview of the most common proteoforms across tissues, conditions, and species. This will further provide new insights into cellular protein regulation and highlight modifications of interest in a variety of human tissues and conditions. Accordingly, it will be possible to develop new approaches to understanding and treating diseases.
Multilingual Visual Metaphor Generation

Yindong Wang (yindong.wang@hpi.de)
Supervisor: Prof. Dr. Gerard de Melo

This research investigates the dual capabilities of state-of-the-art vision-language and diffusion models in both interpreting and generating visual metaphors across a diverse linguistic spectrum. It seeks to uncover the extent to which these advanced models can not only understand complex metaphorical constructs in different languages, but also creatively generate visual representations that embody these metaphors. By addressing key questions related to the models’ ability to decode and visually articulate metaphors in multilingual contexts, the consistency of the images they generate across languages, and the methods for assessing similarities in visual output from identical metaphorical prompts, this study aims to illuminate the nuanced roles these models play in visual metaphor generation.

The challenge for vision-language and diffusion models lies not only in representing the literal elements of a metaphor, but also in capturing its abstract, often culturally nuanced meanings. This requires a deep understanding of textual input and an innovative approach to visual generation that goes beyond simple literal interpretations and embraces the complex interplay of cultural and contextual subtleties inherent in metaphors. The study emphasizes the importance of diversity and stylistic variation in the generated images, reflecting the intrinsic variability of metaphors.

Moreover, this research highlights the need for a systematic methodology to evaluate the coherence between visual representations generated from the same metaphorical cues, taking into account aspects such as thematic consistency, conceptual depth, and cultural accuracy. This study aims to contribute significantly to the understanding of how diffusion models can be used to enhance the interpretive and creative capabilities of AI systems in the domain of multilingual visual metaphor generation.
Multidisciplinary approaches are indispensable in order to fully grasp the complexity of factory planning. By considering interdependencies of aspects related to completely separate disciplines, shorter reaction times and enhanced and robust adaption efficiency can be achieved. The Research Training Group 2193 - “Adaption Intelligence of Factories in a Dynamic and Complex Environment” enables an interdisciplinary education of doctoral researchers in adaption planning of factories and facilitates research that taps into the aforementioned potential. The Research Training Group is set up to promote cooperation, enabling the doctoral researchers to reach their interdisciplinary research aims by providing the interfaces to interdependent research fields.

The structure of the research program concentrates on a continuous and multidisciplinary reflection of the complete cause-activity-chain of adaption processes. The Research Training Group focuses on the goal-oriented compilation of integrative and consistent models and concepts, which continuously support the adaption processes and improve both collaboration and adaption intelligence in a dynamic workflow.
An Acceptance promoting Digital Twin for an Autonomous System under Consideration of Trust

Thomas Bömer (thomas.boemer@tu-dortmund.de)
Supervisor: Univ. -Prof. Dr. habil. M. Henke

This dissertation addresses the challenge of fostering acceptance for autonomous block-stacking warehouses (ABSW) through the development of a digital twin, focusing on the crucial role of calibrated trust in technology adoption. The rapid evolution of market demands necessitates efficient, adaptable logistics systems, where autonomy could offer significant advantages. However, the hesitancy towards adopting such systems is primarily due to doubts about their decision-making capabilities and technological maturity. By leveraging a digital twin—a virtual representation allowing for system testing and demonstration before implementation—this dissertation aims to mitigate these concerns by demonstrating feasibility and calibrating trust among potential users.

A literature review lays the groundwork, exploring autonomization in intralogistics, trust dynamics in autonomous systems, trust calibration mechanisms, and technology acceptance models, particularly the Unified Theory of Acceptance and Use of Technology (UTAUT). Identifying gaps in both the application of digital twins for ABSW and research on trust calibration for complex systems, this research proposes a novel approach: defining an ABSW system, developing trust calibration measures for transparency in system performance and processes, and integrating these into the digital twin for empirical evaluation.

The methodology involves a user study based on a trust-extended UTAUT model to assess how interaction with the digital twin impacts technology acceptance. The findings aim to contribute to the academic and practical understanding of autonomization in intralogistics by offering insights into digital twin design and operation, developing and testing trust calibration measures, and applying the UTAUT model to this context.

In essence, this dissertation explores how a digital twin can bridge the gap between technological capabilities and user acceptance in the realm of autonomous intralogistics, underscoring the importance of trust calibration and transparent communication. The research not only addresses theoretical and practical challenges in the adoption of autonomous systems but also sets a foundation for future studies in digital twins and industrial autonomous applications.
Synthesis of CAD Assemblies: Towards semi-automated
Product Line Engineering

Constantin Chaumet (constantin.chaumet@tu-dortmund.de)
Supervisor: Prof. Dr. Jakob Rehof

Modern day products are rarely one-size-fits-all solutions. In midst of the twenty-first century paradigm shift towards smart and adaptable solutions, products have become configurable and customizable, on a per consumer basis. As such, engineering complete product lines instead of individual products is an emergent and increasingly important topic within that context. Despite this, CAD software packages usually offer no (or poor) automation of creating CAD assemblies for products, requiring engineers and designers to perform many manual, often redundant, tasks.

Modelling a product, or members of a product line, in CAD software is an integral part of the design process. It allows determining which parts need to be produced and which parts are off-the-shelf components, provides a complete bill of materials, and allows the design to be simulated, checked, and improved, repeatedly, without constructing a prototype for every iteration. While this is a large improvement over paper-and-pen drafting, the CAD process still entails a number of repetitive steps, e.g. inserting all screws needed for an assembly. This issue gets worse when engineering product lines, as the creation of each new member of the product line necessitates such repetition again. The ongoing shift towards highly customized products in wake of Industry 4.0 compounds this issue, necessitating even more design effort. While this can be mitigated for some problem domains where customization is sufficiently simple, this is not an option for product lines that differ in structure, i.e. robotic systems with varying degrees of freedom. Companies find themselves in a catch-22 dilemma: Customization is a competitive advantage, however it must also be achieved without significantly increasing costs.

Aim of the proposed thesis is to identify shortcomings within the current state of product line engineering and provide solutions to increase automation, and thus improve efficiency and enhance creativity, throughout the process. This is achieved by developing a novel synthesis of CAD assemblies, as well as developing and integrating several tools which aid in setting up the synthesis. The synthesis and tools apply concepts from knowledge-based engineering and implement them by utilizing the CLS framework (a framework that employs combinatory logic to derive solutions that satisfy a specification by combining modular components), constructing results directly in CAD software.
Architecture of Digital Twins for Multi-AGVs application

Zhaoqing Gong [zhaoqing.gong@rt.rif-ev.de]
Supervisor: Prof. Dr. Jürgen Roßmann

In the realm of smart logistics, Automated Guided Vehicle Systems (AGVS) have been central to the enhancement of intralogistics systems. Their adoption has been propelled by factors including the rise in labor costs, labor shortages, the expansion of e-commerce, and the impact of the COVID-19 pandemic. The incorporation of AGVs into logistics operations is a key component of the broader Industrial 4.0 movement, focusing on automation and data exchange within manufacturing technologies.

Despite the benefits, AGVs face implementation challenges, notably high costs and substantial time investments, particularly during the initial commissioning phase. These challenges originate from complex system integration requirements, the necessity for accurate navigation technologies, and the extensive testing needed to ensure system reliability and efficiency. As industries progress towards Industry 4.0, factory owners encounter various technological challenges, which have somewhat hindered the full adoption of Industry 4.0 applications, especially among small and medium-sized enterprises (SMEs).

At the heart of Industry 4.0 lies the digitalization of manufacturing and logistics operations, with digital twin technology emerging as a particularly promising tool in this transition. Digital twins, dynamic virtual replicas of physical systems, provide a robust platform for simulation, analysis, and real-time monitoring. This technology is especially beneficial in the context of virtual commissioning for AGV systems, enabling system testing and refinement in a virtual or hybrid environment, thereby reducing the dependence on physical prototypes and streamlining the development process.

This dissertation delves into the critical role of digital twin technology in the development and operational phases of AGVS. During the development phase, digital twin-based virtual commissioning acts as an efficient and intuitive tool for identifying potential issues within the AGVS, controlled by the AGV master system, and subsequently verifying the system’s functionality. Once the AGV system is operational, the digital twin runs in parallel to the actual AGVS, continually monitoring and synchronizing data. This facilitates the creation of an operational database, laying the groundwork for advanced applications such as data analysis and artificial intelligence implementations.
Strategic Decision-making for Energy Flexibility
Investments in Industrial Processes: A Simulation-based Approach

Simon Kammerer (simon.kammerer@tu-dortmund.de)
Supervisor: Prof. Dr. Christian Rehtanz

The contemporary industrial landscape is confronted with unprecedented challenges and opportunities arising from escalating energy costs, sustainability mandates, and the transition towards renewable energy sources. These factors necessitate the exploration and utilization of energy flexibility within industrial operations to maintain competitiveness and sustainability. This dissertation presents an innovative approach to understanding, modeling, and exploiting energy flexibility in industrial processes through the development of a simulation tool designed for this purpose.

The core of this research lies in the creation of a versatile simulation environment that allows for the comprehensive modeling and optimization of site-specific energy and production systems. This tool employs an optimization-based modeling framework capable of representing complex energy supply systems, sector coupling technologies, and material flow-based production infrastructures. The environment facilitates the exploration of various strategies for infrastructure investments and the flexibilization of production processes to enhance energy efficiency, sustainability, and operational flexibility.

A significant contribution of this work is the development of the Factory Flexibility Model, an advanced simulation tool that integrates energy systems and production processes into a cohesive model. This tool leverages a node-edge approach for system layout representation, enabling the evaluation of demand-side management potentials, investment analysis in energy infrastructure, and the assessment of revenue opportunities in energy markets. The methodology empowers stakeholders to make informed decisions regarding investment and operational strategies by quantifying potential risks and opportunities.

Through a series of application scenarios and case studies, this dissertation demonstrates the tool’s capacity to analyze the impact of various flexibility utilization strategies on industrial energy systems. These scenarios encompass a wide range of applications, including load management, optimization of self-consumption, evaluation of energy storage solutions, and exploration of market-based energy procurement and trading strategies.
The dissertation project focuses on the use of blockchain technology and smart contracting in shared manufacturing to reduce information asymmetry and to enhance trust between foreign parties. Multi-stakeholder processes often suffer from conflicting interests and a lack of transparency. A digital twin of a shared manufacturing system addresses these challenges by providing extensive visualization and simulation features. A digital twin relies on trustworthy data, which can be provided by blockchain technology due to its immutable and decentralized data storage.

In the dissertation project, a digital twin of a shared manufacturing system with smart contracting is developed. The research provides insights into how the efficiency of shared manufacturing can be increased and how such systems can be simulated. Additionally, the simulation provides insights into the feasibility of smart contracting in a digital twin. Experiments provide data on significant key figures and multiple possible configurations.

The dissertation project uses a design science research approach as the overarching methodology. A systematic literature review reveals crucial requirements for the development of the model. The model is realized as a configurable simulation model and linked with a physical production system in the laboratory to create a holistic and realistic digital twin. Quantitative experiments are executed in the simulation for several scenarios using multiple blockchain frameworks.
KI-gesteuerte Entscheidungsfindung
Interaktionsbasierte Effekte und Implikationen im Führungskontext

Thorben Krokowski (thorben.krokowski@web.de)
Supervisor: Prof. Dr. Jürgen Howaldt

The aim of the dissertation is to find out to what extent the functional role played by executives and management in adaptation-intelligent factories undergoes a modification of their constitutive design, action and, above all, decision-making logics in the course of the influence of AI-supported decision-making systems. In this context, special attention is being paid to artificial intelligence - as a decision-making reference and benchmark. Taking into account the increasing spread of AI-supported or even AI-based decision-making processes in the corporate context and the associated assumption of decision-making competences, powers and responsibilities (AI-based decision-making process) through data-based, algorithmic processes and AI methods and technologies, "leadership" is confronted with a changed role and requirements profile.

Among other things, this can lead to a modification, reconfiguration or complete redefinition of the reciprocal interaction between management, employees and technology. As a result, the research project is also responsible for determining the interactionally driven understanding of leadership within the framework of the triadic relationship between leadership-management/employees/AI(technology) against the background of the concept of interaction work that guides the analysis.
Simulation-based analysis and development of an innovative clamping device for the post-machining of additively manufactured workpieces

Jan Liß (jan.liss@tu-dortmund.de)
Supervisor: Prof. Dr.-Ing. Petra Wiederkehr

This dissertation project focuses on the simulation-assisted analysis and development of an innovative clamping device for post-machining of additively manufactured components. The project is motivated by the urgent need for manufacturing chains to swiftly and efficiently adapt their products and factory systems to the rapidly changing dynamics driven by increased cost pressures, intense international competition, and supply chain volatility. It aims to enhance the flexibility and adaptability of the post-process phase in additive manufacturing, focusing on the clamping strategies and automation possibilities for additively manufactured workpieces.

Additive Manufacturing (AM) has garnered significant industrial interest over the past 25 years for its unparalleled design freedom compared to traditional manufacturing processes. The project particularly examines the Laser Powder Bed Fusion (LPBF) technique, known for its ability to produce near-net-shape complex geometries and lightweight structures optimized for loading conditions. However, the process inherently produces parts with limited surface quality and dimensional accuracy, necessitating subsequent machining operations to meet precise tolerance requirements. The challenge is further compounded by the need for suitable fixture systems to securely hold often intricate and delicate AM parts during post-processing, without introducing deformations or affecting the part’s integrity.

This research endeavors to develop an innovative clamping device that can be flexibly adjusted to the unique features of additively manufactured parts. The device aims to compensate for shape deviations and surface defects while preventing deformation from excessive clamping forces. A key aspect of this development is the integration of sensors within the clamping system to reproduce the clamping situation with minimal operator influence, thereby reducing setup times and associated indirect manufacturing times.

The methodology combines detailed empirical studies with simulation systems for machining to design and integrate the novel clamping device into existing process chains, aiming for a significant quality improvement in the machining results of AM parts. The research addresses a crucial gap in the integration of efficient post-processing into the additive manufacturing process chain, particularly in industrial AM series production. By focusing on the post-process costs, which can account for a significant portion of the total part costs depending on the geometry, the project aligns with the broader objective of the Research Training Group to support the adaptive adjustment of factory systems, thus enhancing productivity, reducing manufacturing costs, and increasing sustainability in the additive manufacturing field.
Visual Performance Management in Socio-Cyber-Physical Production Environments – With Special Consideration of Employee-Centered Incentives in Reporting Systems

Cornelia Regelmann (cornelia.regelmann@tu-dortmund.de)
Supervisor: Prof. Dr. Andreas Hoffjan

This dissertation project focuses on Visual Performance Management (VPM) in socio-cyber-physical production environments, with particular emphasis on employee-centered incentives in reporting systems. It delves into the digitalization, individualization, and automation of the manufacturing industry in Germany, within the context of Industry 4.0. This involves the integration of the Internet of Things and the implementation of Cyber-Physical Systems (CPS), aiming to merge the physical and digital worlds.

The project highlights the increased role of production employees as central elements of successful production in the era of socio-cyber-physical production systems. It suggests that modern production environments necessitate a shift from traditional performance measurement to performance management, emphasizing the management of performance over its mere measurement. The research posits that Big Data, characterized by its “5 V’s” (Volume, Velocity, Variety, Veracity, and Value), plays a significant role in adapting performance management processes, especially in the phase of performance realization.

The research introduces three central hypotheses:

1. Big Data significantly influences the phases of the performance management process, particularly in performance realization, affecting the speed, accuracy of analysis, and representability of performance.

2. Integrating employees into the goal-setting process and providing access to real-time data on the shop floor enables self-responsible work, positively impacting employee engagement.

3. Appropriate preparation and visualization of Key Performance Indicators (KPIs) for shop floor employees are essential for the acceptance and motivational effect of these indicators.

VPM is defined as a system for organizational improvement focusing on what is important to enhance performance. It incorporates strong graphic visualization techniques to emphasize sustaining competitive advantage. The project extends this concept to operational KPIs, examining how visualizing performance indicators can motivate and engage employees on the shop floor.

Methodologically, the project adopts a qualitative, empirical research design with a multiperspective case study approach, conducting in-depth interviews with both management and shop floor employees. This case study aims to understand the different needs and perceptions of KPIs between these groups and how visualizations can be effectively used as a motivational tool.
Trustworthy and Efficient Sales Forecasting in Large Industrial Companies

Alina Timmermann (alina.timmermann@tu-dortmund.de)
Supervisor: Prof. Dr. Peter Buchholz

This dissertation explores the development of reliable and efficient sales forecasting for large industrial companies, aiming to improve both the accuracy and the trustworthiness of forecasts. The challenge of generating correct and trustworthy sales forecasts in industrial enterprises is formidable. This research addresses the algorithm aversion phenomenon, where people tend to distrust algorithms, by focusing on the calculation and presentation of forecast results to enhance end-user confidence. It aims to achieve optimal forecasting results through suitable prediction methods and to provide descriptive metrics that optimize user trust in forecasting software.

The study encompasses the current state of scientific knowledge on time series forecasting, the reliability of forecasts, and clustering of time series. Time series analysis, dealing with the stochastic process of observing random variables over time, forms the foundation of forecasting. The research also delves into the influence of algorithm aversion on the acceptance of decision-support software and the potential of clustering time series to identify trends, employing various clustering algorithms and distance measures to increase the similarity within groups while decreasing it between groups.

The dissertation sets out to make sales forecasts more accurate and trustworthy through three key aspects: enhancing the quality and efficiency of forecasts, identifying metrics to increase forecast trustworthiness, and estimating these metrics in real cases without test data. This involves grouping time series through clustering and selecting the best forecasting method for each cluster. Metrics for increasing trustworthiness will be determined through literature review and independent consideration.

Methodologically, the dissertation uses synthetic and real datasets for experiments, applying both supervised and unsupervised clustering, and a range of forecasting methods including ARIMA, Holt-Winters, and neural networks. The effectiveness of these methods is evaluated based on deviation from actual values and computational efficiency.
The Impact of Part Complexity on the Demand of Customer Data

Greta Tjaden (greta.tjaden@trumpf.com)
Supervisor: Prof. Dr.-Ing. Anne Meyer

In the recent past, the competitive pressure on machine tool manufacturers has risen, while shop floor data became more accessible. To meet this competitive pressure, machine tool manufacturers increasingly want to offer customized solutions, for which they need data-based information about their customers.

This information is required for customer-centric activities along the product life cycle. This dissertation aims to research part complexity as a contributor to this gap of data-based customer information along the product life cycle. The literature review reveals different attempts at part complexity definitions as well as approaches to part complexity assessment. The findings of this literature review build the foundation for the derivation of a definition of part complexity, which is adapted to the exemplary use case of a machine tool manufacturer for sheet metal processing.

Moreover, a mixed-methods approach consisting of both empirical and qualitative research methods is developed for the assessment of part complexity. This approach covers both scientific and industrial feedback loops, the development of a supporting online labelling tool for the computer-administered self-interviews for the complexity labelling, the creation of a dataset of 80 geometries, and a rating scale.

Furthermore, a subset of geometries is repeated in each week of the labelling to evaluate the consistency of the experts’ labelling. To put this method into practice, we implement it for an exemplary production unit, offering one production step and two part handling options. To add to the use cases of part complexity, experts were asked with a cross-departmental workshop.
Digital Twins have gained significant popularity in recent years due to their ability to optimize operational performance in various industries. However, it is crucial to consider a wider range of data when making significant decisions. One area that has been gaining attention is the use of financial data in conjunction with operational metrics to gain a more comprehensive and holistic view of the organization’s performance. Financial data plays a vital role in this regard since it provides valuable insights into the company’s financial health, including cash flow, profitability, and revenue generation. By combining financial information from different sources within the organization, such as accounting systems, financial statements, and budgeting tools, with operational metrics such as inventory levels, production schedules, and delivery times, a detailed and comprehensive view can be achieved.

The objective of the research is to explore the potential of using smart contracts to automatically activate financial parameters based on off-chain data from digital twins, such as inventory levels. This approach has several advantages, including the ability to create detailed scenarios that take into account both financial transactions and operational events. This enables decision-makers to gain a better understanding of how different financial parameters, such as payment terms, impact the overall efficiency and performance of the supply chain. Additionally, by automating financial management using smart contracts, organizations can reduce the risk of errors and improve the accuracy of financial data.
Algorithmic Evaluation and Decision Support for Agile Factory Planning in the Context of the EU Taxonomy Regulation Using BIM Method

Daniel Wentzek (daniel.wentzek@tu-dortmund.de)
Supervisor: Univ.-Prof. Dr.-Ing. M. Gralla

This dissertation project focuses on the algorithmic assessment and decision support for agile factory planning through the lens of the EU Taxonomy Regulation using the Building Information Modeling (BIM) method. As the globalization era and the decentralization of manufacturing demand increasingly agile factory infrastructures to accommodate short product cycles and dynamic market conditions, the integration of production and construction planning becomes crucial for optimizing efficiency in factory planning processes.

The project explores the role of the advancing digitalization in the industry, particularly the adoption of BIM, which is gaining prominence for its ability to create digital twins of properties, enhancing interoperability, transparency, and cooperation among project participants. This research investigates how factory layout planning can comply with existing data models and software used by stakeholders, enabling collaborative work within a dynamic BIM model. This approach is particularly relevant in light of the European Union’s Green Deal and the accompanying EU Taxonomy Regulation, which aims to direct capital flows into sustainable economic activities, thereby significantly impacting the entire lifecycle of factory properties.

The dissertation seeks to develop practical recommendations for the categorization and evaluation of factory properties based on technical criteria from the EU Taxonomy, visualized and analyzed through the BIM method. The research includes an evaluation of digitalization implementation at factory sites, identification of potential research partners, and differentiation in data management across various scales of operation, ensuring referential integrity for algorithmic evaluation.

The research questions address the relevant technical criteria from the EU Taxonomy for project stakeholders, the necessary categorization and evaluation for visualizing the desired assessment, the lifecycle stages considered by the EU Taxonomy, its impact on collaborative factory planning, and the synchronization of digital tools and software between construction and process planning for holistic lifecycle evaluation.
Uncertainty is nowadays more and more pervasive in computer science. It is important both in big data and at the level of events and control. Applications have to treat large amounts of data, often from unreliable sources such as noisy sensors and untrusted web pages. Data may also be subject to continuous changes, may come in different formats, and is often incomplete. Robots, trains, and production machines have to deal with unpredictable environments. The growing use of machine-learning components — often providing weak guarantees — forms an additional factor of uncertainty. Probabilistic modelling and randomisation are key techniques for dealing with uncertainty. Many trends witness this. Probabilistic programming exceeds the capabilities of probabilistic graphical models and automates statistical inference. Probabilistic databases deal with noisy data by associating probabilities to the possible worlds. Probabilistic model checking emerged as a key systems verification technique allowing to integrate correctness checking and performance analysis. Similar developments take place in automata, logic, and game theory.

The pervasiveness of uncertainty urges to make substantial enhancements in probabilistic modelling and reasoning so as to get deeper insight into, reason about, and master uncertainty. The aim of this RTG is and was to significantly advance various theoretical concepts (in algorithms, logic, verification) as well as their connection to deal with uncertainty and randomness, and to tailor and apply these techniques to problems in application areas such as railway engineering, network dynamics, and cyber-physical systems. This challenge is faced by a unique mixture of scientists from theoretical and applied computer science, management science, mechanical engineering, and railway engineering.

The qualification and supervision concept aims at offering the Ph.D. students an optimal environment to carry out their research. Every Ph.D. student has two supervisors; the rights and duties of the supervisors and students are laid down in a written supervision
agreement. Progress and quality control is realised through regular individual meetings with the supervisors and regular talks at the RTG events. The curriculum consists of bi-weekly research seminars, soft-skill courses, reading groups, workshops (twice per year), a summer school in the first Ph.D. year, and (various new) advanced lectures.
This doctoral research investigates "weighted programming", a novel programming paradigm designed for describing and solving online optimization problems. The primary focus involves establishing mathematical foundations for automated, deductive procedures in the analysis of "weighted" programs. The study investigates the extendability of methods and techniques used in the analysis of probabilistic programs, particularly emphasizing the definition of proof rules for loops, demonstrating their correctness, and exploring the potential automation of loop invariant verification and synthesis.

Furthermore, the research explores the relationship of "weighted programming" to weighted Kleene algebras and weighted automata and investigates how suitable optimization problems may be modelled and solved via this new programming paradigm.
Robust Appointment Scheduling in Hospitals

Mariia Anapolska (anapolska@math2.rwth-aachen.de)
Supervisor: Prof. Dr. Christina Büsing

Introduction. As the demand for health care services increases each year, the need for efficient management of health care systems becomes more and more apparent. One of the most important health care providers are hospitals. Hospitals are under tremendous cost pressure and must achieve a balance between economic efficiency and a treatment that focuses on the patient. To improve clinical operations and patient safety, my research considers the appointment scheduling problem within a hospital.

Problem description. The problem aims to maximize the utilization of the hospital resources while minimizing the patients' inconveniences such as waiting time. Typically, an arriving patient needs to undergo several types of treatment. This means that several hospital resources will be needed either simultaneously or sequentially in a short time period. The treatments must be scheduled so that they satisfy the resource capacity restrictions. The hospital environment is very dynamic: The length of patients' treatments varies and arriving patients represent an uncertain demand for resources. The presence of emergency patients requires the schedule to be highly adaptable, i.e., robust and stable solutions are needed.

Envisioned work. Solutions of robust optimization problems depend on the uncertainty sets constituting the problem’s input. In robust optimization, researchers assume these sets to be given by experts. However, experts often do not understand the dynamics within robust optimization, e.g., that integrating scenarios with high fluctuations leads to unpredictably high costs. Furthermore, especially in the hospital context, even for experts it is quite difficult to measure and obtain all data needed for presenting a scenario. To overcome this obstacle, we will use agent-based simulation to obtain all important parameters. To that end, the simulation framework “SiM-Care” developed by Martin Comis needs to be extended and adapted. This agent-based simulation models interactions between the population and the physicians in a primary care system. It evaluates the input health care system by computing performance indicators that characterize the system’s efficiency both from patients’ and physicians’ points of view. Moreover, the simulation allows us to assess the impact of changes in the system, such as changes in the patient-to-physician ratio or novel management strategies of physicians.

In order to obtain realistic input scenarios for the appointment scheduling problem, we plan to extend the model of SiM-Care further in order to integrate emergency and elective patients requiring hospital treatment. Since SiM-Care produces scenarios based on parameterized probability distributions, we will investigate the influence of the uncertainty sets for demands generated by SiM-Care on the resulting solutions for the robust appointment scheduling problem.

---

Automated Verification of Partially Observable Stochastic Models

Alexander Bork (alexander.bork@cs.rwth-aachen.de)

Supervisor: Prof. Dr. Joost-Pieter Katoen

Stochastic models like Markov decision processes (MDPs) and stochastic games are formalisms used in a wide array of domains to model systems where uncertainty and non-determinism are present. They assume perfect information about the state of the system at any time. Thus, these models often optimistically overestimate the amount of information available to a decision procedure to determine an optimal course of action for a given objective. In reality, a system’s complete state is often hidden. Partially observable probabilistic systems extend the commonly used models with the notion that only part of the system’s state is observable and decisions must be made based only on the observable information. These systems find application in fields like artificial intelligence, robotics and economics. Their analysis is significantly more involved compared to the fully observable case. Intuitively, this is due to the significantly increased dependence on the information history for making optimal decisions.

The research project focuses on the analysis and computer-aided verification of partially observable MDPs (POMDPs). As perfect state information is not available, an optimal choice of action to satisfy a property is based on an estimate of the probabilities to be in states of the POMDP given the history of observations. These estimates are known as beliefs. These beliefs can be used to construct a fully observable, but typically infinite, belief MDP that captures the semantics of the POMDP.

Fully observable MDPs are well-studied in theory and many forms of analysis are tractable in practice, in particular for finite-state MDPs. However, even fundamental problems like the reachability problem (the question if a state of the system can be reached with a given probability at some point in time) are generally undecidable for finite-state POMDPs. As a consequence, related work typically restricts the considered properties to be bounded in time steps (finite horizon) or applies discounting in the computation to guarantee convergence. This, however, can severely distort results if a thorough analysis is desired.

The goal of the project is to develop novel, practically applicable verification methods for POMDPs in the infinite horizon without discounting. As such, finite abstractions of the belief MDP for a given POMDP are used to provide both upper and lower bounds on the optimal value. These approximation algorithms leverage the existing knowledge in model checking finite MDPs to reason about POMDPs. An implementation of the approach as an extension of the probabilistic model checker STORM shows its practical applicability.

Possible future directions include exploring compositional approaches to POMDP analysis, necessitating the definition of a compositional POMDP semantics and the development of model checking approaches for partially observable stochastic games.

Robust Hospital Management

Tabea Brandt (krabs@math2.rwth-aachen.de)
Supervisor: Prof. Dr. Christina Büsing

Hospitals are under tremendous cost pressure and must achieve a balance between economic efficiency and a treatment that focuses on the patient. To improve clinical operations and patient safety, methods from economics, mathematical optimization and IT-driven management systems are imported into the operational management of hospitals. The goal is to maintain the high quality in medical care while lowering the costs. A major challenge in this optimization process is the changing demand arising from emergencies or patients without appointments, which are difficult to forecast, and thus are, in general, not integrated into the planning process. In this part of the project we will focus on the integration of such uncertainties into three main areas of hospital management:

1. the operational planning and utilization of hospital beds,
2. the patient appointment scheduling, and
3. the transportation from patients to their appointments.

In the next subsection we will give a rough overview of existing scientific work in the mentioned subproblems. Finally, we will describe our approach to these problems in detail.

In 2012, Hulshof et al. [14] published a detailed bibliography and taxonomic classification on methods from operations research applied to problems in health care. Uncertainties are part of most decision problems in planning and controlling in health care. Mainly methods from queuing theory, Markov processes, and stochastic programming are used to include them into the optimization process, e.g., [1,2,3,9,13]. Besides dealing with uncertainties, [14] identifies the challenge for researchers to develop integral models of different hierarchical planning levels and services in health care.

The location of beds and the assignment of patients to these beds in a hospital is studied in operations research at the strategical, tactical and operational level. To support strategic planning queuing techniques, simulation and models from mathematical programming are already used. Traditionally, these planning decisions are based on target occupancy levels. However, Green [36] points out that, due to high fluctuations, different measurements such as patient waiting time [5] or patient refusal rate [18] need to be integrated into the optimization process. In [17], Ma and Demeuleneester combine the allocation of beds with the appointment of elective patients. In order to integrate emergencies, they reserve a fixed capacity. The Patient-to-Bed Assignment Problem on an operational level has been formalized in 2010 by Demeester et al. [8]. They use a combination of a patient-bed-suitability rating, the number of inpatient transfers and the number of mixed-gender-occupied rooms as the objective function and propose a hybrid tabu search algorithm for this problem. Later, the problem is reformulated to patient-to-room assignment, as it is generally assumed that all beds, located in the same room, are equal. Also more practical variants and other exact and heuristic approaches for patient-to-room assignment have been published, e.g., [6,7,16].

Vehicle routing problems are well-studied in discrete optimization [10]. In the context of patient routing within the hospital, Hanne et al. [12] designed a computer-based planning

So far, we concentrated on the operational patient-to-room assignment. Hospital beds are a special resource in a hospital. According to the number of beds the capacity of a hospital is measured and, thereby, the size of wards and clinics are given by this number and the corresponding budget on medical and nursing staff is determined by this number. Yet, the number of available beds fluctuates due to capacity changes in the nursing staff, patient demands and special needs of patients [11]. These fluctuations primarily affect the scheduling of elective patients and the daily allocation of emergency patients to different wards and rooms. In the case of a mismatch of available beds to admitted patients, a relocation of a bed or of a patient to a different clinic or ward, or the rejection of elective patients is possible. However, such means should only be used in extreme situations and not on a daily basis.

Contrary to all previously published work, we do not regard a weighted combination of the patient-bed-suitability rating, the number of inpatient transfers and the number mixed-gender-occupied rooms as the objective function. Choosing appropriate weights is very challenging and, also, no procedure has yet been proposed to check afterward if good weights have been chosen. Also, using a weighted combination prevents us from gaining better insights into how the different objectives influence each other. For this reason we keep the three different aspects separated and treat them as independent objective functions. We compare and develop exact and heuristic approaches to solve the multi-objective patient-to-room assignment problem with a focus on robust solutions.

References:


Adapting to Changing Environments in Control

Paul Brunzema (paul.brunzema@dsme.rwth-aachen.de)
Supervisor: Prof. Dr. Sebastian Trimpe

Model-based control uses a model of the system dynamics to find good control actions by predicting the evolution of the system over time. Modeling complex models from first principles can be difficult, so learning dynamics directly from data, utilizing e.g. neural networks, is desirable. This presents several new challenges, such as training data often being uncertain and sparse; in addition, training such a model can be costly. Moreover, real dynamical systems can undergo changes due to factors such as wear and tear, which can lead to poor control performance.

Such dynamical systems subject to uncertainty and change are at the core of my research. One aspect is the question of how to detect these changes in dynamics based on data, with the goal of (re)learning / adapting a dynamics model only when necessary. We do this by using event triggers and by exploiting uncertainty estimates, e.g. from Bayesian neural networks. Once these changes are detected, the question arises how to efficiently adapt the model to the changed dynamics to maximize the control performance over time. For this, architectures such as neural processes are promising. As not all control methods rely on a model for online decision making, I also aim to make classical control methods (such as PID control) adaptive to changing dynamics. Here, I combine the event-triggering ideas mentioned above with black-box optimization methods such as Bayesian optimization to optimize an unknown performance function in a changing environment.
Design and Analysis of Algorithms for Combinatorial Optimization Problems under Uncertainties

Katharina Eickhoff (katharina.eickhoff@oms.rwth-aachen.de)
Supervisor: Prof. Dr. Britta Peis

Matching Markets

Matchings appear in many combinatorial optimization models of applications where assignments between two parties (sellers and buyers, students and courses, ...) have to be found. In these examples each player has preferences to which he would like to be matched. Often, prices might be used to regulate imbalances between supplies and demands.

A possible aim is to find assignments and prices such that everyone is happy, i.e., with these prices no one prefers to trade with someone else instead of the assigned person. These prices are called equilibrium prices. If furthermore as much as possible is sold we call the prices market-clearing. Prices which are competitive and market-clearing describing the set of Walrasian prices. One possibility to find Walrasian prices is by a price raising auction. To find the set of objects whose prices should be raised is quite complicated in the general case. We could show that these sets could be found by a max-flow computation in case of linear valuations. For the general case of gross substitute valuation functions, we simplified it to polymatroid sum computation and reachability in an exchange graph. Furthermore, we could give sensitivity results for the prices if the demand or supply in the matching-market changes.

There are many ways to expand this approach which we might consider in the future. One example are two-stage variants. In the first stage, agents decide on a strategy based on probability distributions of the agents’ valuations. The agents are allowed to switch their strategies in a given neighborhood in the second stage when the true valuations are common knowledge. For example, the agents decide on a strategy based on guesses of the valuations and they can adapt their strategies in a given scope in the real scenario. The objective of an agent is to maximize the expected profit.

Furthermore, we like to consider the setting with risk-averse agents. They prefer a robust solution within all possible situations which means that the profit they receive in the worst-case scenario should be maximized. The strategies of the agents are in equilibrium if each strategy is the best robust response given the other strategies. We study the existence of equilibria in such markets. If equilibria exist, we like to analyze the complexity and design algorithms to compute or approximate them.

Stackelberg Network Pricing Games

Consider a game with to players. The leader can choose prices for some items of an underling network in the first stage. Afterwards, in the second stage, the follower chooses the items which yields a min cost solution of his optimization problem (e.g. matching, vertex cover, closure). Most of these problems are NP-hard in general, but if the underling

network or the set of priceable items is restricted there might be a polynomial algorithm to solve it.

We consider the Stackelberg Bipartite Vertex Cover Problem, which is NP-hard. It is known that the problem is polynomial solvable if the pricable vertices are on one side of the bipartition. We like to show similar results for pricable vertices on both sides but if the underlying graph has a special structure, e.g. if it is a path or a tree.

---


Calculating the capacity of railway systems considering microscopic infrastructure constraints

Tamme Emunds (emunds@via.rwth-aachen.de)
Supervisor: Prof. Dr. Nils Nießen

With rising demand on public transportation due to political and environmental influences, railway transportation is subject to rising requirements on quality, quantity and efficiency of the used infrastructure. To fulfill those enhanced needs, infrastructure managers are required to identify bottlenecks in existing infrastructure and precisely estimate the capacity of newly constructed or extended infrastructure. In many cases the stations turn out to be the bottleneck in the railway network.

Developing methods for the analysis of railway infrastructure capacity has therefore been one of the major suspects of interest to railway researchers. While sufficient methods for the estimation of railway lines have already been developed and heavily used for planning purposes, the capacity analysis of entire railway stations remains a challenging research question.

In this project, new methods for quantifying the capacity of railway stations will be developed and analyzed. The primary focus will be laid on the development of efficient algorithms to estimate the theoretical capacity of railway infrastructure in stations. Further, methodologies to quantify the influence of disturbances from multiple sources – in example technical failures, maintenance work or peaks in the transported traffic volume – to the infrastructure capacity will be developed and analyzed.
Robust optimisation with budget uncertainty is both interpretable and lends itself to elegant mathematics. However, solving these problems computationally still provides major challenges for practitioners. As part of my PhD, I work on generalising theoretical results on branching and cutting planes for robust optimisation with budget uncertainty in order to speed up computations for large and complex real-world optimisation problems. Specifically, this is applied to energy system modelling, where short-term modelling is already being done using robust/stochastic optimisation, but long term planning is done deterministically, as current algorithms and computers can not solve realistically sized instances within reasonable timeframes.
Representing and Reasoning about Uncertain and Incomplete Beliefs in Multi-agent Domains

Qihui Feng (feng@kbsg.rwth-aachen.de)
Supervisor: Prof. Dr. Gerhard Lakemeyer

Many scenarios require expressive languages that support the ability to represent an agent’s incomplete knowledge and beliefs as well as probabilistic uncertainty about beliefs. Devising knowledge bases (KBs) of uncertain and incomplete beliefs in multi-agent domains allows for the explicit representation of an agent’s complex beliefs about the world and other agents’ mental states, which paves the way to further develop approaches for automated reasoning, epistemic planning and games.

This research project is concerned with two goals:

The first is to design suitable formalism for probabilistic KBs in multi-agent domains and to dynamically update a KB as the result of actions. In the static case, we already proposed a logical framework that precisely captures the beliefs and non-beliefs of agents in a hierarchical manner. For future work, we consider extending this to dynamic cases and exploring mechanisms for projection reasoning such as progression and regression.

Furthermore, it is widely recognized that problems such as the validity of multi-agent modal sentences are intractable, even for the non-probabilistic propositional fragment. It is of great interest to explore tractable fragments of the language or to develop approaches for reasoning with a practical utility. Currently, we are pursuing two directions: The first involves developing an epistemic variant of binary decision diagrams to represent and reason about propositional modal sentences in a compact manner. The second approach is to translate first-order modal formulae into classical FOL, thereby reducing the SAT and validity problem of modal formulae to non-modal cases, which allows the use of existing first-order theorem provers to prove modal theorems.
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Optimization under Uncertainty

Dennis Fischer \(\text{fischer@algo.rwth-aachen.de}\)
Supervisor: Prof. Dr. Christina Büsing

Many optimization algorithms make the assumption that the input to problem is completely known in advance. This is not always true in practice. In practice we often have to make decisions before all the data about the problem are known. A further problem is that we may not have complete information since the data we have to work with are not completely accurate. This is due to the way data is acquired which introduces uncertainty, for example, perhaps the sensor used only gives us an approximation of the actual value.

Nonetheless, we want to be able to make decisions in these cases. It is clear that we cannot hope to always find the optimal solution that fits the actual data but we want to find a solution that gives guarantees about objective value in comparison to the achievable value if the input is known.

In my work I study these kinds of robust optimization problems.

One way of approaching robust optimization problems is to consider a 2 player game. The first player (the algorithm) is presented with a (possibly infinite) set of possible inputs. The algorithm has to fix an output. Now, in a second stage, the second player (the adversary) picks one of those inputs from the set that causes the worst possible performance for the algorithm.

One of these 2-player problems is the Continuous Knapsack Problem (CKP). In the CKP, player 1, the leader, packs some items (or fractional parts of items) into their knapsack. In the second stage, player 2, the follower, chooses items (or fractions of items) from the set of items already chosen by player 1 to pack into their knapsack thereby trying to optimize their gain. The leader’s objective is to minimize the follower’s objective. In a recent paper it has been shown to be solvable in time \(O(n^2)\). We were able to improve this running time in \(^2\) to \(O(n \log n)\).

One other robust optimization problem is the Recoverable Robust Assignment problem in which on a balanced bipartite graph with \(2n\) vertices for given linear cost functions \(c_1\) and \(c_2\) the task is to find matchings \(M_1\) and \(M_2\) that have at least \(k\) edges in common while minimizing \(c_1(M_1) + c_2(M_2)\). In joint work with Hartmann, Lendl, and Woeginger we were able to show \(W[1]\) hardness for parameter \(k\) and parameter \(n-k\) even in very restricted special cases. We also showed that it is polynomial time solvable if the cost functions are restricted to being Monge and Anti-Monge. In the case where one of the matchings is fixed we showed that the Recoverable Robust Assignment problem is contained in RNC2 while being at least as hard as the well-known Exact Matching in Red-Blue Bipartite Graphs whose complexity is a long-standing open problem. These results are not published yet.

Another problem is the bilevel bottleneck assignment problem. In this problem a bipartite graph is given. The edges are split into a leader and follower set. The leader and follower have (different) cost functions for the edges. First the leader selects edges that form a matching from their leader set. Then the follower selects edges from the follower
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set to complete the leader matching to a perfect matching. The goal of the leader is to minimize the largest used edge according to the leader cost function. The goal for the follower is to minimize the largest used edge according to the follower’s objective function. In joint work with Muluk and Woeginger we showed that this problem is NP complete.

Another project is joint work with the UnRAVeL members Tauer, Fuchs, Koch, and Ziegler in which we looked at complexity results in a train routing problem. This train routing problem is a generalization of packet routing without buffers. We distinguished the case where the train depots are part of the network or not and showed various complexity results on different networks.

---

Probabilistic Hyperproperties

Carolina Gerlach (gerlach@cs.rwth-aachen.de)
Supervisor: Prof. Dr. Érika Abraham

Model checking is traditionally concerned with analyzing whether a certain model satisfies a specific trace property. A trace is a sequence of observable facts about the states visited along a system execution. A trace property, formally specified using temporal logics like LTL or CTL, can be viewed as a set of model traces, encoding requirements on the system executions.

However, many interesting requirements, such as information-flow security policies, cannot be expressed as trace properties. For example, the property of non-interference for a deterministic system requires that the values of secret input variables do not influence the observable values of public output variables. In order to check whether this property holds, we need to compare different program executions that start in observationally equivalent initial configurations, i.e., with the same initial public variable values but possibly different secret inputs. Non-interference is satisfied if we can make the same observations along all executions with observationally equivalent initial configurations, i.e., generating the same public variable values. Hence, non-interference cannot be expressed as a set of traces and is therefore not a trace property. Instead, security policies like noninterference are hyperproperties, which are sets of sets of traces.

Since established temporal logics can only capture sets of traces, but not sets of sets of traces, several temporal logics have been extended to hyperlogics. Clarkson et al. generalized LTL and CTL* to HyperLTL and HyperCTL*, respectively, by adding explicit quantification over multiple traces. Even though CTL* already permits quantification over traces, it does not allow quantifying over several traces at the same time, which HyperCTL* now does.

Probabilistic Hyperlogics. HyperPCTL was the first temporal logic for probabilistic hyperproperties. HyperPCTL extends PCTL by quantification over states to express probabilistic relations between several computation trees. Like PCTL, HyperPCTL formulas are evaluated over Markov chains. They can express information-flow security policies like probabilistic noninterference, which stipulates that, for all possible values of the public variables, the probability of observing these values should be the same for all program executions with observationally equivalent initial states.

HyperPCTL was lifted to Markov decision processes (MDPs) by additionally adding quantification over schedulers that resolve nondeterministic choices probabilistically. Model checking HyperPCTL for discrete-time Markov chains is decidable. For MDPs, the model checking problem becomes in general undecidable, but restricting scheduler quantification to deterministic memoryless schedulers makes it decidable again.

Research. We investigate the relationship of HyperPCTL to other logics, examine the complexity of HyperPCTL model-checking, and study possible extension of HyperPCTL to, e.g., asynchronous semantics or stochastic games.
Proteins are molecules that consist of long strings of amino acid residues. They play an integral role in almost every cellular process from metabolism, DNA replication, to intra-cell logistics. Their diverse functions are hugely influenced by their complex 3d geometry, which arises by folding the chains of amino acid residues. In the figure: Clustering of NALCN Channelosome, a channel membrane protein, data by Kschonsak et al., 2022. The topological structure influencing the function of the protein consists of three loops, which our methods are able to identify correctly.

Higher-order Information Encoded in Networks and Point Clouds

My research deals with the analysis of higher-order information in networks and point clouds. A central motive is to use a blend of techniques from algebra, topology, and homotopy theory to explore the relationship between small scale connectivity data and other localised information, and large-scale behaviour and global properties of data sets.

Over the last years, availability of large, complex data sets has increased dramatically with recent advances in collection, storage and processing techniques. Extracting human-interpretable information from these is a challenging task across application scenarios. Standard methods of data analysis include projecting the data set onto subspaces with the highest variance (PCA), clustering the data points using closeness- or density-based clustering algorithms (k-means, spectral clustering, DBSCAN, etc.), or fitting polynomials or other functions to the data points. However in many cases, the information encoded in the point cloud cannot be retrieved by these methods: The detection of loops, voids, and holes in the point cloud requires
tools that consider more than just proximity of points or local density. For example, these features are relevant when trying to analyse complex proteins consisting of multiple loops, or trying to understand the structure of a manifold in high-dimensional space from where the point cloud is sampled from.

From a different perspective, higher-order information are global features of the data-set. We cannot extract these from the local neighbourhood of a point of interest. However by combining all local information, higher-order global features arise. Because we are interested in information on the individual points, we finally need to find a way to localise these global features of the point cloud.

**Combining Tools from Algebraic Topology and Network Science**

Algebraic Topology is an area of Mathematics that was established trying to provide tools for capturing the 'essence' of topological spaces. Topological features of a space are global and by design robust to local perturbations and noise, and are somewhat emergent properties of all the local connectivity data of the individual points. This is ideal for the setting of modern data analysis, where the goal is to extract information out of data sets where local perturbations are likely to occur because of noisy data collection. Current tools of topological data analysis provide a good way of generating these global invariants (Betti numbers, persistence landscapes, etc.) from local connectivity data of point clouds. However, there is considerably less work on relating back these global features to the local scale of the points with a real-world meaning. This is surprising, considering that extracting information like cluster assignments on a point level is highly useful in application scenarios and a key goal of many areas of data analysis. Network Science, and especially signal processing on networks, on the other hand, deals with similar problems trying to connect the local connectivity information on network nodes to the global behaviour of the network and dynamics on it, and then relating this back to the individual nodes.

The overarching theme of my research is to combine perspectives of algebraic topology, network science, signal processing and classical data analysis to develop tools from extracting higher order information from point clouds and networks.
Complexity and Algorithms in Optimization under Uncertainty

Christoph Grüne (gruene@algo.rwth-aachen.de)
Supervisor: Prof. Dr. Gerhard Woeginger

Introduction. Optimization under uncertainty is a field in which problems are optimized against some form of uncertainty. For this, finding measures of robustness to find solutions that deal with the given form of uncertainty is of interest. The project will focus on different measures of robustness and different complexity viewpoints to analyze certain forms of problems. Among those may be problems with one player against an adversary (the “nature”), two players against each other or multiple player settings playing against or with each other. That is, the uncertainty is modelled by an adversary player playing against the agent. The complexity analysis may be based on classical complexity classes as well as parameterized complexity.

The first project is on Recoverable Robustness with a Hamming-distance measure which shall encounter combinatorial uncertainty scenarios. In this setting, a solution $S$ is given and for every possible scenario, which may occur in this setting, we can choose another solution, $S'$, which differs in at most only $k$ elements from solution $S$. That is, we can recover from a harmful scenario by choosing a different solution, which is not too far away from the first solution.

The project surveys the complexity of $k$-Hamming-distance recoverable robust version of problems that are in NP for different types of scenarios among a constant number of arbitrary scenarios, Gamma-scenarios, and general scenarios for elements of the universe. The analysis is primarily based on classical complexity measures such as the polynomial hierarchy. There are already results that have to be formulated into a paper. The results contain a hardness proof for the recoverable robust version of the undirected $s$-$t$-path problem, which may extend to a variety of other problems. The aim is to provide a structural theorem that captures this very variety of combinatorial problems that have this hardness structure. The second project, which is currently planned, may inspect parameterized complexity counterparts to the classical complexity analysis of the first paper. Instead of NP problems, $W[1]$-problems and other problems in parameterized hierarchies are considered; they may have a similar or the same hardness structure.

References:
Program slicing is a well-established method for analyzing and understanding the behavior of classical deterministic programs. It has a wide range of applications in software maintenance, program comprehension, debugging, and optimization. Slicing aims to extract parts of the original program that behave equivalently with respect to the property of interest by focusing on specific semantic aspects, such as the values of certain variables or a particular part of the computation. Depending on this property of interest, the so-called slicing criterion, there exists a wide-variety of applicable techniques.

Probabilistic programs build on classical deterministic programs and introduce concepts such as sampling and conditioning from probability theory to the programming language. Instead of manipulating a single state, the programs now manipulate a distribution of states.

The aim of this research project is to explore program slicing approaches for probabilistic programs. Existing work on syntactic slicing builds upon classical program slicing approaches by relaxing the considered notion of program equivalence. Specifically, requiring slices to produce equivalent instead of identical distributions on the relevant variables introduces potential to improve slicing precision through the exclusion of observe statements. The starting point of this research lied in capturing the different approaches in a unifying manner and reducing them to well-known formalizations using the Program Dependence Graph. This view reveals that ideas of d-separation from Bayesian networks play a crucial role at the heart of the existing approaches, and opens up the exploration of different syntactic conditions for capturing of stochastic independence as part of this project.

An important application of program slicing lies in the area of automated program verification. As reasoning about programs is hard, and only further complicated by the presence of probabilistic behaviour, slicing offers a potential way to simplify verification and help developers in understanding the faults in their programs as reported by a verifier. Extending slicing approaches to a language useful for deductive verification faces fundamental challenges. So far, extensions to semantic slicing using expectation-based reasoning are mostly unexplored in the literature. On a fundamental level, this research needs to investigate definitions of semantics for probabilistic programs that can be used to formally capture the notion of slicing correctness, while being useful for automated verification. Consequent integration of these results into Caesar\(^1\) a deductive verifier for probabilistic programs, allows for direct practical application in probabilistic program verification.

Further generalization of the discovered results to weighted programming, a generalization of probabilistic programming, may be of interest for future work.
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Approximate Model-Predictive Control for Dynamic Multi-Robot Systems

Henrik Hose (henrik.hose@dsme.rwth-aachen.de)
Supervisor: Prof. Dr. Sebastian Trimpe

Fast feedback responses, stability, and constraint satisfaction are critical requirements for control in robotics to ensure safety. Model predictive control (MPC) achieves stability and constraint satisfaction, but is notoriously slow to evaluate. Approximation of such MPC controllers via (deep) neural networks (NNs) allows for fast online evaluation. However, the approximation introduces inaccuracies that can cause instabilities or constraint violations. In this project, novel methods for offline validation and safe online evaluation of approximations of MPC type controllers are developed. This work builds upon existing results in statistical offline validation, online safety certification in control, and explores the use of formal verification methods. Novel approximate MPC schemes with offline validation and safe online evaluation methods are evaluated in real-world problems from the robotics domain, such as the Wheelbot.

The Wheelbot, a small reaction wheel balancing robot, was originally developed at the DSME and MPI Stuttgart under the supervision of Prof. S. Trimpe. A video of the Wheelbot is available here [link]. The Wheelbot is a challenging robotics test bed for non-linear control when balancing, and even hybrid-systems with contact switches for stand-up maneuver. The next generation — the Mini Wheelbot — is engineered for production in small fleet quantities to serve as a hardware test bed at DSME.
Analyzing Termination and Expected Runtime Complexity for Probabilistic Term Rewriting

Jan-Christoph Kassing (kassing@cs.rwth-aachen.de)
Supervisor: Prof. Dr. Jürgen Giesl

Using random actions or selections is a very useful ingredient for the development of algorithms. It is typically used to change deterministic algorithms with bad worst-case behavior into efficient random algorithms which produce correct results with a high probability. The Rabin-Miller primality test, Freivalds’ matrix multiplication, and the random pivot selection in Hoare’s quicksort algorithm are prime examples. These kinds of algorithms can be elegantly expressed as probabilistic programs. Determining runtime and termination in the probabilistic case is a difficult problem with often unintuitive results. In the probabilistic case there are multiple notions of termination. Two of the most important ones are Almost Sure Termination (AST), i.e., the program terminates with probability 1, and (Strong) Positive Almost Sure Termination (PAST), i.e., the program terminates within a finite number of expected steps. Whereas in the deterministic case a single diverging infinite run leads to non-termination and infinite runtime, this is not the case for either notion of termination in the probabilistic case. There are approaches amenable to automation, but most current techniques only focus on programs on numbers and disregard programs operating on data structures such as lists or trees. In contrast, in the non-probabilistic setting, many powerful and automatic approaches have been developed to analyze termination and complexity of these types of programs using an automatic analysis of term rewriting systems.

This project deals with the challenging question of how to automatically determine the respective properties of probabilistic programs dealing with data structures. The focus of the project is on analyzing probabilistic term rewriting systems (PTRSs). There are some results for PTRSs which use polynomial and matrix orders to determine PAST, but as with the non-probabilistic case, these techniques alone are not very powerful. The key idea for termination analysis in the classical case was the introduction of dependency pairs and the resulting possibility of a modular analysis of a term rewriting system. Therefore, one of the goals of this project is the adaption of this analysis technique to the probabilistic case, to develop a fully automated technique for the termination analysis of PTRSs. We have already created an adaption of the dependency pair framework to automatically analyze innermost AST, where we only consider rewrite sequences that follow an innermost evaluation strategy. Currently, we are investigating different ideas from the non-probabilistic framework on how to increase the effectiveness and applicability of our newly developed framework.
Privacy Preserving Online Algorithms

Andreas Klinger (klinger@itsec.rwth-aachen.de)
Supervisor: Prof. Dr. Ulrike Meyer

Introduction: Secure multi-party computation (SMPC) allows parties to evaluate a function over their private inputs in a distributed fashion in such a way that each party only learns its prescribed output and anything it can deduce from combining its prescribed output with its own private input. An SMPC protocol describes the individual communication and computation steps each party follows during the distributed evaluation of the function it implements. Informally speaking, such a protocol is said to securely evaluate the function if it correctly computes the prescribed output of the function and if during the evaluation, the parties do not learn anything that goes beyond what they would learn if the function was evaluated centrally by a trusted third party (TTP) - even in the presence of an adversary. However, the general assumption underlying SMPC is that such a TTP that is incorruptable and trusted by everyone does not exist. Therefore, the parties execute an SMPC protocol to simulate the behavior of a TTP.

Secure function evaluation (SFE), a special case of SMPC, considers functions that could - if they were evaluated by a TTP - be evaluated by a single run of an (offline) algorithm that takes the inputs of a fixed number of parties and computes the desired output for each party. The security notions of SFE can also be extended to reactive SMPC to cover reactive algorithms[1] which allow an a priori known fixed number of parties to provide input over multiple rounds and obtain output in each round. In addition, the output can depend on a state, which itself depends on all previous inputs and outputs. However, the prominent set of functions or problems that can be solved with the help of online algorithms[2] has not yet been considered in SMPC: Online algorithms receive events one after another and for each event they have to decide immediately how to deal with it. The main difference between offline/reactive and online algorithms is that whereas the participating parties are fixed for offline/reactive algorithms, parties can dynamically join and leave in online algorithms.

Secure and privacy preserving protocols for offline (bipartite) matching is an important research field[3-6]. However, using online matching algorithms instead has the added benefit of not requiring to restart the complete computation as soon as a new party joins and thus reducing waiting times. Such online matching problems naturally arise for example when open job positions are to be filled by applicants, or students apply for
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4 Marina Blanton and Siddharth Saraph, Secure and Oblivious Maximum Bipartite Matching Size Algorithm with Applications to Secure Fingerprint Identification, 2014
internship offers and need to be told immediately whether or not they are accepted. The aim of this dissertation project is to analyze how to securely evaluate online algorithms in a privacy-preserving fashion. We want to model the problem in a general fashion and find its limitations in regard to securely realizing such online functionalities. The main research questions are: How to provide privacy and security for online matching algorithms? What are the limitations? To what degree can privacy be provided?

*Model:* Ideally evaluating an online functionality such as online matching in a privacy-preserving way does not only entail protecting the inputs and outputs of all parties involved, and securely keeping a state over a changing set of parties, but also hiding the arrival and departure of parties from the other participating parties. This includes hiding the point in time when a party provides input. We therefore propose several new models for online TTPs that can evaluate online functionalities, i.e., the mapping of inputs and outputs of online algorithms.
Calculation of capacities in railway networks under the consideration of network effects

Maren Maus (maus@via.rwth-aachen.de)
Supervisor: Prof. Dr. Nils Nießen

Capacity calculations are essential for the long-term planning of railway infrastructure. The calculations are influenced by many different parameters such as the train mixture, the delay behavior and the intended operational quality. Many of the methods currently used in practice calculate characteristic capacity values separately for the single elements of a railway network, namely lines, track groups and route nodes. Due to the different calculation approaches, the determined capacity values are not directly comparable with each other and interactions with the surrounding infrastructure elements are not sufficiently considered.

In this project an optimization model that examines the possible capacity utilization of railway lines and nodes while taking network effects into account is developed. To quantify network effects, the resulting capacities are compared to the values of the single elements calculated via the state-of-the-art methods.
Automated Complexity Analysis of Probabilistic Programs

Eleanore Meyer (eleanore.meyer@cs.rwth-aachen.de)
Supervisor: Prof. Dr. Jürgen Giesl

In recent years, the study of probabilistic programs and methods to ensure their correctness has been an active field of research. Probabilistic programs are classical programs that are enriched with a notion of probabilistic choice. Such programs may then for instance branch on the outcome of a coin flip or assign a value that is sampled according to a probability distribution to a program variable.

One of the most important correctness properties of programs is their termination behaviour. When compared to classical programs the termination behaviour of their probabilistic counterparts is much more nuanced. One distinguishes between almost surely terminating (AST) programs, i.e., programs that terminate with probability 1 and positively almost surely terminating (PAST) programs that are characterised by the finiteness of their expected time to termination. In this project, we focus on the development of algorithms and techniques for the automated computation of (non-trivial) bounds on the expected time to termination. Such bounds can be interpreted as a measure of the efficiency of the analysed programs. Moreover, a finite bound guarantees the analysed program to satisfy PAST as well as AST (since PAST implies AST). Probabilistic ranking functions, a variant of ranking functions adapted for probabilistic programs based on the theory of ranking supermartingales (RSM), present a natural way to obtain bounds on the expected time to termination.

In recently published work, we introduced the concept of expected sizes of program variables. Moreover, we presented a novel modular approach for the computation of (upper) bounds on the expected time to termination in a fully automated fashion by combining bounds on the expected time to termination for parts of the program with bounds on the expected variable sizes.

In ongoing work we are looking at possible improvements to the expressiveness of probabilistic ranking functions. While lexicographic variants already exist, there is, to the best of our knowledge, no equivalent of multiphase-linear ranking functions (MΦRFs). In the classical setting the nested version of MΦRFs leads to linear bounds on a program’s runtime. If this does transfer to the probabilistic setting it will be particularly useful due to the linearity of the expected value operator.

For deterministic programs there are classes of non-trivial loops for which termination is known to be decidable. In further ongoing work we investigate whether similar classes, which would allow the decidability of AST, exist in the case of probabilistic programs.

An optimization problem under adversarial uncertainty can be essentially formulated as a game between a player and an adversary: The player partially constructs a feasible solution for a given scenario, and then the adversary completes this to a full feasible solution. The goal of the player is to optimize some objective function and the goal of the adversary is to make the player perform as bad as possible. There are various types of adversarial problems. The PhD thesis of Berit Johannes (2011) develops a machinery for deriving hardness results for large classes of the optimization problems with adversarial uncertainty. The thesis only discusses the negative aspects (hardness results) of the area.

The goals of my doctoral project are twofold: On the one hand, the project will derive new negative results, perhaps by extending and generalizing the machinery of Johannes to other families of optimization problems, such as problems in robust optimization. This should lead to new families of hardness and completeness results for the first or the second level of the polynomial hierarchy or for one of the intermediate complexity classes. On the other hand, the goal of the project is to develop positive results for the considered optimization problems. Major emphasis will be put on the investigation of crucial problem parameters, which will be done by applying the tool kit of parameterized complexity. A further goal is the development of fast exact algorithms with decent running times. Finally, the project will identify tractable special cases, for instance by constraining the combinatorics of underlying graph structures, or by imposing additional conditions on underlying cost matrices.
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Introduction. Algorithms and tools for checking the satisfiability of quantifier-free first-order logic formulas over different theories have many applications in e.g. verification, planning and numerous other fields and enjoy increasing interest. The theory of non-linear real arithmetic (also called real algebra), whose formulas are Boolean combinations of (in)equalities between polynomial expressions evaluated over the real numbers, admits a high expressive power at the cost of high computational costs for satisfiability checking. A subset of this theory, linear arithmetic, where the polynomial expressions are all linear, can be solved more efficiently. In particular, these theories are expressive enough for encoding complex properties about uncertainties. These could be safety properties of systems with linear and non-linear behaviour such as neural networks, and more generally non-linear probability distributions. This project is about the general problem of solving (non-)linear arithmetic rather than specific applications. For this, several algorithms are developed and extended, which are implemented and evaluated in our SMT solver SMT-RAT [1,2] which builds on top of our computer algebra library CArL.

Non-linear arithmetic. Although Tarski [3] proved in 1948 that non-linear arithmetic is decidable, the cylindrical algebraic decomposition (CAD) method published in 1975 by Collins [4] was the first complete decision procedure for its solution. Recently, several novel approaches have been developed; namely the model-constructing satisfiability calculus (MCSAT) [5], the one-cell construction method [6] and the cylindrical algebraic coverings method (CAIC) [7]. MCSAT and the one-cell construction can be used in a symbiotic way to solve existential real-arithmetic problems. This new approach is still based on the CAD idea, but instead of a full decomposition it uses the CAD idea to generalize a non-satisfying sample point to a non-satisfying region. The cylindrical algebraic covering methods generates a covering of unsatisfying regions using similar ideas. We developed and implemented a more flexible variant of the original one-cell construction algorithm. This work allows future improvements of both theoretical as well as heuristic nature.

Currently, a publication with a formal proof of the one-cell algorithm algorithm and its experimental evaluation is in progress. In the future, we will develop further improvements of this method and will re-implement the cylindrical algebraic coverings to benefit from these ideas as well.

Linear arithmetic. Linear arithmetic is of interest as it is not only a subset of non-linear arithmetic but also (incomplete) reductions from non-linear arithmetic to linear arithmetic exist. Thus, improving our linear arithmetic solver also benefits the non-linear solver.

The general Simplex algorithm [8] is the most common method for solving linear arithmetic in SMT solving. Despite its exponential running time in worst case, it is efficient in practical instances, heavily depending on chosen heuristics. We are working on improving our Simplex implementation using state-of-the-art heuristics.

Furthermore, we are developing a novel approach that could be promising in the SMT solving context based on the Fourier-Motzkin variable elimination [9] procedure. Extensions of this novel method for learning combinatorial properties of the problem as well as deeper interleaving with the Boolean structure of formulas are conceivable.
While working on these problems, we proved the extension of the Simplex method and others for strict inequalities, which is currently under review. Although a proof already exists, we think that our publication provides more insights into the nature of the problem.

**SMT-RAT and CArL.** For several reasons, we maintain our own library for arithmetic operations. We are currently evaluating our library against other libraries with regards to efficiency and examine possible extensions or integrations of our library.

**References:**

Analysis of the expressivity of Graph Neural Networks (GNNs) and similar deep learning architectures for graphs

Eran Rosenbluth (rosenbluth@informatik.rwth-aachen.de)
Supervisor: Prof. Dr. Martin Grohe

Graph Neural Networks (GNNs) are a class of computation models operating on graphs, widely used in tasks of learning on graphs: Learning to classify graphs (or their vertices) and learning to regress features of graphs (or their vertices). In such tasks, it is desired that the computation model of choice is both isomorphism-invariant and inherently scalable to arbitrary graph sizes. Most GNN models comprise a sequence of message-passes interleaved with vertex-level computation blocks, each computation block consisting of a message-aggregation and a neural-network. The computation blocks are identical for every vertex, making GNNs isomorphism-invariant and inherently scalable algorithms. The use of neural networks makes GNNs deep architectures, potentially benefiting from the power of that paradigm. A key characteristic of any computation model is its expressivity. While there are significant results regarding the expressivity of GNNs, many interesting and important questions are yet to be answered. In my research I focus on resolving such questions, e.g. how does a certain hyperparameter of GNNs affect their expressivity – whether a specific configuration subsumes others. My work is mainly theoretical – formulating and proving theorems, with some projects including also the development of experiments that examine how the proven theory is manifested in practice.
Structural Network Analysis

Michael Scholkemper (scholkemper@cs.rwth-aachen.de)
Supervisor: Prof. Dr. Michael Schaub

Networks are a powerful abstraction to understand a range of complex systems such as
- protein interactions relating to drug efficacy,
- structural changes due to disease in respective tissue,
- the emergence of consensus or polarization through social interactions and epidemic spread, or
- the flow of traffic.

To comprehend such networks, we often seek patterns in their connections, e.g., densely interconnected communities or core-periphery structure, which facilitate a simpler or faster analysis of such systems. Communities are in this context typically envisioned as comparably tightly-knit nodes within a graph, though a range of different notions exists often defined in an algorithmic way, or by means of some cost function that is to be optimized. A complementary notion to "community" is that of a role partition of the node. The concept of node roles – or node equivalences – originates in social network analysis, where a node's role – contrary to its community – is often related to symmetries or connectivity, rather than proximity. Both of these complementary approaches aim to simplify the network's complexity and provide a reduced view of the networks structure.

The intricacy of node role extraction derives from the lack of a clear definition of the role of a node in mathematical terms. Traditionally, exact equivalences such as automorphic or regular equivalence are considered. These approaches, while extremely expressive, yield a multitude of distinct roles that are incomparable to one another. More recently, node representation through embeddings aiming to capture these structural symmetries have been proposed. While these are clearly comparable by means of some distance measure in the vector space, the plethora of node embedding techniques yields no insight into what the role of a node is.

This research aims to derive a general definition of a node’s role and the resulting reduced view of the network’s structure. This, in turn, can then be applied to signal processing on graphs to provide a reduced view of a complex system of which only a process on the nodes but not the underlying network is observed. Apart from the structural analysis of a graph these node roles can also be used to obtain generative models that assert a certain global structure but are flexible locally. This is useful e.g. as a means of anonymization when sharing sensitive network data.
The Tournament Isomorphism Problem

Tim Frederik Seppelt (seppelt@informatik.rwth-aachen.de)
Supervisor: Prof. Dr. Martin Grohe

Introduction. The Graph Isomorphism Problem (GI), i.e. the computational problem of deciding whether two given graphs $X$ and $Y$ admit an isomorphism $X \leftrightarrow Y$, is of both theoretical and practical relevance in Computer Science and many adjacent fields [7]. For example, in chemistry it is desirable to determine whether two molecules encoded as graphs are structurally the same. The main interest from a theoretical viewpoint stems from the fact that despite intensive research efforts, the complexity of GI remains unknown. It is neither established that GI is NP-complete nor that it is in P. The best known algorithm, developed by Babai [2], runs in quasi-polynomial time in the number of vertices of the input graphs.

In order to resolve the complexity status of GI, restricted graph classes such as planar graphs and graphs with excluded minors have been considered in the past [6,8]. In each of these cases, researchers succeeded in showing that GI, when restricted to these classes, can be solved in polynomial time.

While the aforementioned graph classes have been eliminated as barriers for a potential polynomial time algorithm for GI, the class of tournaments persists in representing a bottleneck. Tournaments are directed graphs whose underlying undirected graphs are complete. The best known algorithm for the Tournament Isomorphism Problem (TI) from Babai and Luks [4].
**Faster Algorithms for TI.** Although decades-long research efforts have produced a variety of tools for variants of the GI, only a few methods tailored for the TI are known. TI fundamentally differs from other variants of GI in the sense that the automorphism group of a tournament is soluble which renders an efficient treatment of the occurring groups possible [9]. This in turn creates the need for refined combinatorial techniques. Subsequently, possible approaches for resolving the complexity status of TI are outlined.

**Probabilistic Approaches.** Probabilistic methods have been fruitfully used in the past in the context of TI. This includes randomized algorithms and reductions [11] but also probabilistic arguments used to derive structural insights into the involved combinatorial objects [1]. It is, therefore, desirable to further develop such probabilistic techniques in order to deepen the understanding of TI.

**Exploiting Regularity.** Whenever vertices of a graph can be distinguished, e.g. by their degrees, divide-and-conquer techniques can be applied efficiently. These strategies fail if the graphs considered are regular. Looking at arcs instead of vertices gives rise to more powerful notions such as strong regularity. Especially in the realm of undirected graphs, the study of strongly regular graphs has led to a deep structural insights [5] and advanced algorithms [3,12]. This raises the question as to whether a structure theory for highly regular tournaments can be developed.

**The Weisfeiler–Leman Algorithm.** The Weisfeiler–Leman (WL) algorithm [13] is a ubiquitous tool in the context of the Graph Isomorphism Problem. Its $k$-dimensional version colors $k$-tuples of vertices according to their local structure. It is, hence, natural to identify levels of regularity with monochromaticity with respect to WL in certain dimensions. For example, graphs are strongly regular if and only if they are monochromatic with respect to 2-WL. Along these lines, the power of WL deserves further scrutiny. In [10], we studied the expressiveness of WL from a spectral perspective.

**References:**


Uncertainty plays a central role in modern database systems. It arises from many use cases, such as data integration, noisy data, data from unreliable sources or randomized processes. To obtain a quantitative framework to handle uncertainty, it is modelled via probability distributions.

Best studied in this area is the notion of finite probabilistic databases (PDBs), which are finite probability spaces over database instances. For finite PDBs, the questions of representation and query evaluation under set semantics are well understood. We extend this knowledge in different directions:

**Tuple-Independent Representations of Infinite Probabilistic Databases** We systematically study the representability problem for infinite PDBs by means of tuple-independence and first-order views. Although first-order views over tuple-independent PDBs are not a complete representation system for infinite PDBs, they form a fairly robust class: Adding first-order constraints does not give them additional expressive power, and they cover many relevant special cases such as block-independent disjoint PDBs, and PDBs of bounded instance size. We identify criteria for representability (or non-representability) in this class and explore their limits.

**Probabilistic Query Evaluation with Bag Semantics** We study probabilistic query evaluation under bag semantics where tuples are allowed to be present with duplicates. Due to potentially unbounded multiplicities, the bag probabilistic databases we consider are no longer finite objects, which requires a treatment of representation mechanisms. Moreover, the answer to a Boolean query is a probability distribution over non-negative integers, rather than a probability distribution over \{true, false\}. Therefore, we explore two flavors of probabilistic query evaluation: computing expectations of answer tuple multiplicities, and computing the probability that a tuple is contained in the answer at most \(k\) times for some parameter \(k\).

Furthermore, we also consider other sources of randomness than distributions over database instances:

**The Importance of Parameter Values in Database Queries** We propose and study a framework for quantifying the importance of the choices of parameter values to the result of a query over a database. These parameters occur as constants in logical queries such as conjunctive queries. This quantity is the SHAP score of the individual parameter values, as previously applied to feature values in machine-learning models. The application of the SHAP score requires two components in addition to the query and the database: (a) a probability distribution over the combination of parameter values, and (b) a utility function that measures the distance between the result for the original parameters and the result for hypothetical parameters. The main question we investigate is the complexity of calculating the SHAP score for different distributions and distances.
Exploring the Expressivity and Generalization Power of expressive GNNs
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Graph data is prevalent across various applications, leading to the rapid advancement of graph-based machine learning techniques. However, traditional machine learning algorithms designed for graphs have limitations in capturing complex relationships between nodes and higher-order patterns. Recent findings by Morris et al. [2020] and Chen et al. [2019] have provided valuable insights into the expressivity of Graph Neural Network (GNN) architectures. Their results show that the expressive power of all possible GNNs is restricted to the ability of the Weisfeiler Leman (WL) algorithm to distinguish non-isomorphic graphs. In their work, Morris et al. [2020] proposed higher-order neural networks that can capture more complex patterns in graph data based on the k-WL algorithm. However, these models suffer from scalability issues, making them challenging to apply to real-world datasets. In Morris et al. [2020], Zhao et al. [2022], Morris et al. [2022], more scalable algorithms than k-WL for detecting higher-order patterns in graph structured data are presented. These algorithm computes sets of nodes instead of tuples leading to significant less expensive models. However, the expressivity of this set-based algorithm was not investigated in detail. For example, it is not clear if increasing the number k of the elements of the sets leads to an increasing expressivity of the algorithm, or how the set-based WL algorithm is compared to the classical k-WL. In this work, we build upon the aforementioned studies by conducting a theoretical comparison of the different algorithms and neural architectures proposed. Additionally, we propose an extension of the above set based algorithm as well as a multiset based variant of the WL algorithm and we show that our algorithms strictly increasing by increasing k. These models aim to strike a balance between capturing higher-order patterns and maintaining scalability and sparsity.

Moreover, we aim to investigate the generalization power of our proposed higher-order GNNs. From our empirical results, we have observed that in many cases, more expressive architectures do not directly imply significantly higher performance on unseen data. Based on recent work in the area of the generalization power of GNNs [Morris et al., 2023, Franks et al., 2024], we aim to establish generalization bounds for our proposed architectures.
Combining Knowledge-based Reasoning with Data Driven Methods in Production Scenarios
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In knowledge-based systems, the usage of rules, constraints, formal logic, and domain expertise is leveraged to make decisions on the base of explicit knowledge representations and predefined decision-making criteria. These systems rely on structured information and expert-defined rules to guide reasoning and inference processes, ensuring consistency and transparency in decision-making. However, knowledge-based systems may struggle to handle complex and uncertain situations which are not covered by the defined rules and constraints or where domain expertise is limited.

In contrast to that, data-driven algorithms operate by extracting patterns, trends, and insights directly from data, often without relying on predefined rules or domain expertise. This can be very beneficial in scenarios, where data is either readily available or obtainable through simulations and has the potential to uncover hidden relationships and patterns. However, they may suffer from issues like overfitting, lack of interpretability, and ethical concerns, particularly in sensitive domains.

To leverage the strength of both techniques in modern production scenarios, a combination of both knowledge-based and data-driven methods may be useful in order to leverage the strength of both techniques. In this field a few different use-cases are studied: Firstly, automated flexible production lines with autonomous robots are considered. There one key objective is to maximize the efficiency of the production by scheduling and dispatching tasks on multiple autonomous robots while facing uncertainties in the requested order patterns. These considerations may be further constrained by company policies (such as maintenance cycles), safety concerns and hardware limitations. Using the domain of the RoboCup Logistics League, which replicates such challenges from smart factories, the CLIPS Executive, a knowledge-based goal reasoning framework, is extended to support reinforcement learning in order to aid the high-level decision process and to be used alongside of classical PDDL planning.

On the topic of robotics, data-driven methods are also promising good results in low-level control, especially in high-dimensional spaces such as when controlling multiple robotic arms in shared spaces or in order to process visual information into structured knowledge. These approaches can then be utilized by a knowledge-based system such as the CLIPS Executive, where additional execution monitoring may be deployed in order to ensure a robust execution.

Lastly, in scenarios where knowledge from past problems may be of value, Case-Based Reasoning (CBR) is explored as a technique to retrieve and reuse relevant historical data with the help of similarity metrics. These metrics may be partially defined by human experts and partially synthesized using machine learning techniques such as Siamese Neural Networks (SNNs). Therefore a modern CBR framework is being developed to allow hybrid similarity definitions based on user needs to provide decision support in complex scenarios such as the forging of a drive shaft for heavy-duty applications.
Programming and Verifying Uncertain Phenomena
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In recent years, programming languages have been enhanced with probabilistic constructs, allowing programmers to write statements like “Flip a fair coin, if heads comes up then increment variable \( x \) by 1” or “If two processes A and B are in the same state, then process B crashes with probability 5%”. It is important to understand that this extra randomness does not present a contradiction to the unambiguous nature of programming languages: Instead of yielding a predetermined output like classical programs, a probabilistic program typically results in a predetermined probability distribution over possible outputs. The following are a few of the most important use cases of probabilistic programs:

**Randomized Algorithms** are traditional algorithms extended with coin flips to increase performance or enable realizability of certain computational tasks. The latter is especially the case for computations distributed among several agents [1]. Such algorithms are meant to be actually implemented and run on a physical machine, often using a pseudo-random number generator.

**Probabilistic Model Checking** aims at verifying behavioural properties of processes involving randomness. The process under consideration is usually modelled by means of a probabilistic program. The purpose of the program is not to be actually executed but describe the process of interest in a precise mathematical manner. Application areas include verification of randomised—often distributed—algorithms (internal randomness), systems making decisions in an uncertain environment (external randomness), biological processes and many more. A distinguishing feature of model checking is that the program at hand is typically (but not always) finite-state. This enables exact algorithmic solvability (decidability) of almost all properties of interest by constructing a finite low-level model of the process such as a continuous- or discrete-time Markov chain, a Markov Decision Process, a stochastic game and others. See [2] for an overview of the field.

**Probabilistic Programming** (e.g. [3]) is a relatively new paradigm that aims to automate statistical inference. Similar to model checking, programs of the corresponding languages are not meant to be run directly but rather to describe a process in which unknown events may occur. The purpose of a Probabilistic Programming System is to automatically infer the likelihood of those events given observations about the outcome (or intermediate stages) of the process. It can, thus, be seen as an automated approach to Bayesian statistics, and it generalizes traditional graphical models such as Bayesian networks. Languages for Probabilistic Programming typically support continuous probability distributions and have additional primitives for observations. In general, inference can only be done approximately, using sampling based approaches.

Clearly, the three directions are closely related. Moreover, program verification is key in all of them: While this is obvious for Randomised Algorithms and Probabilistic Model Checking, it turns out that verification and inference mostly coincide in the case of Probabilistic Programming. The aim of my research is twofold:

A. To help foster a common theoretical basis for the three areas: More specifically I am interested in the development of new verification logics in the spirit of classical Hoare logic and weakest precondition transformers [4,5] to facilitate and
systemize the verification tasks mentioned above. This is closely related to program semantics—mathematical definitions of the meaning of a program—as different approaches to semantics lead to different verification rules.

B. Contributions to the ample field of Probabilistic Model Checking, more concretely:

1. Stochastic games. Such games arise from controlled stochastic processes, additionally faced with unquantifiable uncertain external events, i.e., events whose occurrence cannot be described by means of probabilities, e.g., because relevant statistical data is unavailable. I plan to investigate the two-player turn-based variant of such games under non-standard multi-objectives [6].

2. Recursive stochastic processes. These are naturally described by imperative probabilistic languages allowing (mutually) recursive function calls. I plan to work on Model Checking finite-state versions of such programs [7]. Applications include self-reproducing stochastic processes.

3. Program rewriting. Another direction I intend to pursue is to rewrite probabilistic programs prior to Model Checking with the aim of simplifying the latter task, in particular by decreasing the size of the resulting finite-state model.

References:
Networks, computers, sensors, and actuators are increasingly integrated into cyber-physical systems, that is, software systems that interact with the physical world and must cope with its continuous behavior. An increasing number of cyber-physical systems operate in safety-critical domains, e.g., autonomous vehicles, robotic surgery, traffic control, human-robot collaboration, and smart grids. For this reason, their design, development, and deployment should ideally be accompanied by a formal check of correct behavior. A fundamental challenge in the verification of cyber-physical systems is the fact that they are subject to change. The physical environment changes continuously, at runtime, and in ways that cannot be completely foreseen at the design stage. At the same time, the requirements may change. Sought-after aspects include more functionality, lower power consumption, or faster response. In many cases, the system should be migrated to a different hardware platform.

To face this multi-level continuous change, ConVeY performs research in three areas:

**Robust System Design** We develop techniques that guarantee correct behavior under changes in plant parameters, under certain classes of perturbations including sensor measurement errors, and under uncertainties introduced by the implementation platform. In particular, we investigate the design of controllers that are, by construction, robust against these changes.

**Evolving Systems** We investigate novel construction and verification techniques that adapt to offline changes in the specification, the hardware, or the implementation of control software, and that reuse efforts from earlier stages as much as possible.

**On-the-fly Synthesis and Verification** For the online verification and synthesis of controllers, we develop techniques that operate—and provide a correctness guarantee—only within a given time horizon. Repeated execution of these techniques, combined with the availability of a fail-safe strategy, ensures safe operation.
Cyber-physical systems (CPSs) are ubiquitous in our everyday lives. They occur as cars, robots, airplanes, etc., and are often safety critical. However, due to their interlocked discrete and continuous dynamics CPSs are difficult to get right making them a natural target of verification. Further, cars, robots, and airplanes often don’t operate alone but populate the same part of the world, where they may meet or even interact by purpose. Analyzing these parallel CPSs by verification is a huge challenge as hybrid systems verification and concurrency verification are already nontrivial challenges each own their.

To tackle the CPS concurrency challenge, we study the dynamic logic of communicating hybrid programs \( \mathcal{dL}_{CHP} \). \( \mathcal{dL}_{CHP} \) is an extension of differential dynamic logic \( \mathcal{dL} \) to concurrency. In \( \mathcal{dL} \), CPSs are modeled using hybrid programs and verified using dynamic logic. We study communicating hybrid programs (CHPs), which extend hybrid programs with a parallel operator and communication primitives, as modeling language for parallel CPS behavior. For verification, \( \mathcal{dL}_{CHP} \) adapts the assumption-commitment approach to \( \mathcal{dL} \), which allows for compositional reasoning about parallelism and communication behavior.

To enable large-scale applications of \( \mathcal{dL}_{CHP} \), the logic is supposed be supported in the theorem prover KeYmaera X. Fundamental for this is the study of uniform substitution as the technique underlying KeYmaera X and enabling its parsimonious prover kernel.

---

1 Marvin Brieger, Stefan Mitsch, André Platzer, “Uniform Substitution for Dynamic Logic with Communicating Hybrid Programs,” CADE, 2023, [http://dx.doi.org/10.1007/978-3-031-38499-8](http://dx.doi.org/10.1007/978-3-031-38499-8)


Bridging the Gap between Hardware and Software Verification
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Computing systems are omnipresent in our daily lives. Assuring the correctness of these systems is crucial, as errors in their implementations could lead to catastrophic consequences. Formal verification provides correctness guarantees with mathematical rigor and has been successfully applied in practical scenarios. Verification tools and algorithms are often developed for a specific type of systems, e.g., software programs, hardware circuits, and cyber-physical devices, although they share common theoretical foundations. This creates a barrier between the research communities and makes it harder for a community to benefit from the advancement of the other. In this project, we aim to bridge the gap between hardware and software verification in two ways: by (1) translating verification tasks, and (2) transferring verification approaches.

In the first approach, we translate a verification task encoded as a hardware circuit into a software program, and the other way around. We develop BTOR2-CERT, a certifying hardware-verification framework using software analyzers. BTOR2-CERT first translates a circuit into a program with the translator BTOR2C and then employs software verifiers to analyze the translated program. To enhance the explainability of verification results, the certificates provided by the software verifiers are additionally translated back to the circuit domain. Furthermore, we develop CPV, a circuit-based program verifier which translates a program into a circuit and verifies the translated circuit with a hardware model checker. This novel verifier achieved competitive results in the recent edition of SV-COMP, manifesting the feasibility of circuits as an intermediate representation for program analysis.

In the second approach, we adopt several interpolation-based hardware-verification algorithms for software model checking. Additionally, we combine one of the adopted algorithms with an invariant generator based on data-flow analysis to increase the effectiveness of the verification process. The cross-disciplinary algorithm adoption is beneficial, as the newly-adopted approaches were able to tackle tasks unsolvable by existing methods. Our study also helps consolidate and transfer knowledge across the two research communities.

Modular and Efficient Creation of Function Summaries Using Abstract Interpretation
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Abstract interpretation is an established approach for static program analysis, but analysis times still limit the applicability for large code bases. One approach to increase the scalability of abstract interpretation is to make an existing whole program analysis incremental, which was considered in previous work for C programs, for an analyzer using a top-down solver\[^1\]. We also proposed efficient algorithms for efficient tracking of conjunctions of relations between two pointers\[^2\]. Another practical problem for scalable abstract interpretation is the treatment of calls to library functions. As library functions may constitute a large amount of the executed code, a complete analysis of these functions for each context in which they are called might cause prohibitive analysis run times. Optimistic assumptions about calls to library function, i.e. assuming that called functions do not have an effect on the program state abstracted by the analysis, will yield unsound results in many cases. For example, a function might write to memory that is accessible via a pointer passed as a parameter, which has to be accounted for by the analyzer. Without further knowledge of the called function, a sound static analyzer would have to make worst-case assumptions about the values of all memory blocks accessible to the callee for the program state after the call. One approach is to use a modeling language to summarize the effect of library functions for the use in abstract interpreters. While this allows to supply function summaries with precise information, it requires manual annotation, which is usually costly and error-prone. We aim at providing an efficient analysis for library code which delivers sound summaries of the effect of library functions.

These summaries then can be used in the analysis of code using the summarized functions. In particular, summaries will contain information about which memory blocks reachable from global variables and parameters might have been written to, but may also include whether memory was allocated or de-allocated, which functions were called via passed function pointers and which threads were spawned. The analysis of the library functions is performed in a modular manner, that is, each function is analyzed only in one or a few canonical contexts. The representation of abstract values of formal parameters and global variables uses a symbolic representation for memory blocks, while not retaining any precise information about integer values. Our analysis takes possible aliasing into account, by distinguishing memory blocks that are pointed to by parameters or global variables only by their type. We integrate the analysis into the GOBLINT\(^{\text{\textregistered}}\) static analyzer and evaluate its efficiency on programs using libraries such as sqlite3\(^{\text{\textregistered}}\) and others.

An Unifying Framework for Transformation of Verification Properties
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The model checking problem is to determine whether a given program satisfies a given property. Since the range of possible properties that can be defined in numerous models, logics, or languages is wide, researchers usually focus on smaller subsets of specifications. One of the properties with high attention of software verification and hardware verification communities is called reachability or Reach Safety property. Thanks to the modularity of the property, there are many highly efficient algorithms and well-maintained tools that can verify programs against Reach Safety. In our research, we would like to observe whether the advantages can be leveraged for the verification of other practical properties.

There are some previous procedures on how the modeling transition system needs to be transformed so that the verification of liveness properties is reduced to the verification of Reach Safety. Furthermore, multiple tools reduce various properties to Reach Safety internally. However, these approaches lack modularity. They do not support the use of any Reach Safety algorithm for the reduced problem. Moreover, it requires an engineering effort to transform either a Reach Safety verification approach or the internal representation to be useful for other properties.

Our Unifying framework goals to mitigate the two problems by (1) doing transformation on the input level, i.e. transforming a given program to a new one that can be verified against Reach Safety, and (2) defining an input language, where one can conveniently define the instrumentation of the programs for the desired property. We have defined the transformation of three practical properties from SVCOMP in our framework - No Overflow, Memory Cleanup, and Termination. We ran experiments and evaluated the performance of Reach Safety analyzers applied to the transformed programs against the performance of state-of-the-art algorithms, for verification of the mentioned properties, applied to the original programs. Some of the Reach Safety analyzers were more effective and efficient on the transformed benchmarks than the best verifiers of the original properties.

The next step is to extend the framework to support more practical properties and features of C programs. After showing that the performance of Reach Safety analyzers can be leveraged to efficiently verify other properties, a new branch of research opens. In addition to a verdict of the model checking problem, the verifiers usually also provide a witness. The witness is a container of information that helps reconstruct the proof for the verdict. However, witnesses are bound to the input property and the input program. Therefore, a witness that we obtain after verifying the transformed program needs to be transformed back to match the original property and program.
Formalization and Verification of Post-Quantum Cryptography
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Since communication is a key point in cyber-physical systems, it is important to ensure a safe communication. Especially since quantum computers come into reach more and more, the threat of breaking current, widely used crypto systems is imminent. Developing quantum resistant cryptography – and verifying it – is a major task of modern research.

For the long term goal of my research, the focus lies on verifying post-quantum crypto algorithms applicable to cyber physical systems, using the proof assistant Isabelle.

For the main project, the post-quantum crypto system Kyber was formalized and its correctness and some security properties were verified in the theorem prover Isabelle. An extended version was accepted at CSF24. Kyber is a lattice-based post-quantum public-key encryption (PKE) scheme based on the module Learing-with-Errors problem and was chosen as the first winner of the NIST standardisation process for post-quantum PKE schemes. Since several error terms in the algorithms are chosen to blur the keys and the message, one has to make sure that the message is indeed decoded correctly. The goal was to verify this in Isabelle. During the formalization, an error in the original proof was uncovered. Moreover, my research could provide toy examples where this error breaks the security proof. One important new research question is therefore: Can we perform (statistical) analyses on various parameter systems whether this error also occurs in practical situations? Is the security proof broken or can we still fix it?

It is not only important to verify security proofs against classical computers, but also against quantum attackers. This is my next goal. The One-Way-to-Hiding (O2H) Lemma is the core theorem for security proofs against quantum adversaries for multiple post-quantum crypto systems. However, the O2H Lemma was axiomatized in the “qrhl-tool” currently the only tool that allows formalization of security properties against quantum adversaries. A foundational formalization of the O2H Lemma would thus significantly improve the trustworthiness of security proofs against quantum adversaries. However, this project is more difficult to tackle as it requires thorough knowledge in quantum mechanics and the mathematical foundations thereof (like operator theory and infinite dimensional Hilbert spaces).

1 https://isa-afp.org/entries/CRYSTALS-Kyber.html
2 https://eprint.iacr.org/2023/087
3 https://github.com/dominique-unruh/qrhl-tool
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Automatic software verification methods attempt to proof the correctness of, or find bugs in, software systems with respect to a given specification. In practice, tools implementing these methods are usually massive software systems themselves, which are almost impossible to formally verify and difficult to test. This leads to the question of how to trust the results of these tools.

For this purpose software verification witnesses were invented. They are exported by automatic software verification tools and contain information about the verification process. This information aids a validator in efficiently reconstructing the proof or replaying the violation.

The original witness format has the caveat that it is tied to the internal representation a tool has of the program it is analyzing, also called control-flow automaton (CFA). Due to this, the witnesses had unclear semantics and made it more difficult for other tools to understand them. In our recent work we introduced a new format for witnesses that is based on the syntax of the input program. Due to this, the new witness have clear semantics, makes them more portable and easier to understand. Currently, we are working on extending the format to aid in the validation of more properties. For example, we are working on extending the support to express facts about memory safety and termination.

While validation was the original goal of witnesses, they have since found extended usage as artifacts for cooperative verification. For example in our recent work we used witnesses to allow any verifier to make use of an abstraction refinement procedure based for the control-flow of a program. Currently, our work in this direction is focused on enabling the exchange of information with tools which are not automatic software verification tools. For example, deductive verification tools or interactive theorem provers. The goal is to leverage the benefits and reduce the drawbacks inherent to the different approaches to formal methods.

Software verification witnesses have shown to be a helpful way of exchanging information, not only to increase the trust in the results of automatic software verification tools, but also to enable cooperation between different verification approaches. The goal of our work is to further extend the format and the tools that work with it to make them useful in a wider variety of settings.

https://doi.org/10.1145/3477579
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Markov decision processes (MDPs) are a standard model for decision-making problems in probabilistic systems. In MDPs, a decision-maker selects actions with random outcomes to maximize long-term rewards. MDPs are widely used in reinforcement learning, planning, model checking and operations research. Since algorithms on MDPs have applications in safety-critical scenarios, we require a high level of trustworthiness from both the underlying theory and the implementation.

A methodology with notable success in developing provably correct software involves the use of interactive theorem provers (ITPs). In our project, we study the application of the ITP Isabelle/HOL to the development of trustworthy software for solving MDPs. Compared to developing other types of verified algorithms, algorithms on MDPs bring their own particular set of challenges. First, formal proofs of correctness of MDP solving algorithms in ITPs need a combination of non-trivial formal mathematical libraries and concepts. Second, at an implementation level, multiple challenges exist, what kind of implementation of numerics should be used. Last is the overall architecture of the verified system: should it be a verified implementation, or should we use an unverified system to produce a certificate, which is later validated using a formally verified certificate checker. Previous verification efforts in the realm of MDPs have all focused on the abstract mathematical challenges, while we also address the problem of deriving efficient executable code.

As a first step, we have already verified dynamic programming algorithms that can solve tabular MDPs optimally. For infinite-horizon problems, we model four fundamental iteration-based methods: value iteration, policy iteration, modified policy iteration, and splitting-based methods. We experimentally evaluate our implementations on standard probabilistic planning problems and show that they are practical. Finally, we experimentally show that combining our verified implementations with an unverified implementation yields significant performance improvements: one can use a fast floating-point implementation to perform all the iterations and then use the formally verified implementation for the last iteration. We have published our formalization efforts on MDPs in the Archive of Formal Proofs and at AAAI-23.

We are currently verifying an approximate policy algorithm that determines policies with formal guarantees for much larger MDPs. As part of this algorithm, we implement a verified certificate checker for linear programming solutions. Therefore, a much faster, unverified linear programming solver can be used in our implementation. Finally, we employ the technique of certificate checking to quantitative model checking. We are developing formally verified certificate checkers for the model checkers Storm and Prism.
Verification of Top-Down Solvers

Sarah Tilscher
(sarah.tilscher@tum.de)
Supervisor: Helmut Seidl

For program analysis, fixpoint solvers are essential for computing a solution to the constraint system generated from the control flow of the program. The TD is a generic and demand-driven top-down solver that tracks the dependencies between unknowns on-the-fly. Several improvements to the initial TD have been proposed, such as the dynamic detection of widening/narrowing points. While the improved TD is convenient to use for program analysis, the interplay of the advanced solving strategies is often difficult to understand, and every further extension makes it harder to reason about its correctness. This makes the implementation of the solver fragile and vulnerable to bugs. Therefore, we want to back up its correctness with machine-checked proofs written in the interactive theorem prover Isabelle.

We observe that the tracking of stable unknowns in the TD, as well as extensions with e.g. the dynamic detection of widening/narrowing points, can be viewed as an abstract interpretation of the abstract interpreter (A²I) itself: the solver maintains a state that tracks an abstraction of its reaching left-context to implement an optimized evaluation strategy.

Based on this observation, we want to divide our proof and first only prove the partial correctness of the simpler TD\textsubscript{plain}, a variant of the TD that simply re-evaluates unknowns whenever they are queried again. Secondly, we want to prove the equivalence of TD\textsubscript{plain} and the original TD, i.e., they share the same termination behavior and also return the same result. Together with the partial correctness of the TD\textsubscript{plain} this would then also imply the partial correctness of the TD.

In practice, widening and narrowing are often employed to guarantee termination even when a lattice has infinite ascending chains. Therefore, we want to investigate the termination behavior of the TD and variants of it which are extended with different forms of widening and narrowing. Beyond that, we are also interested in formalizing the TD with side-effects, an extension that allows to conveniently express e.g. analyses for multithreaded code or analyses that additionally collect flow-insensitive information about globals.

\begin{thebibliography}{1}
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As software enriches more aspects of our daily lives, it becomes increasingly important to ensure its correctness. In safety-critical systems, such as cyber-physical systems (CPS), ensuring this correctness through mere testing is not enough. We instead need the strong guarantees provided by Software Verification. However, there are limitations: Software Verification techniques can consume large amounts of resources and time, making it often difficult to integrate Software Verification throughout the development process.

With Incremental Verification, we want to close this gap. Reusing knowledge gained from verifying earlier versions of a software system increases speed and lowers resource consumption of successive verification tasks. Embedding this incremental framework in a service infrastructure further improves its accessibility, creating an ideal fit for continuous integration.

To achieve this, I am working on solutions that enable incremental verification and ease with the integration of verification tools into modern development processes. With the Project “CPA-Daemon” we showed how a Java-based verification tool can be lifted into a, potentially stateful, service. This new service framework serves as the foundation for incremental verification approaches built on top of the verification tool CPAchecker. CPA-Daemon is designed with local deployment in mind, although it could serve as a cloud service as well. To access verification tools as a service we built CoVeriTeam Service, a web service that can run a variety of verification tools.

To foster cooperation between verification tools I established a Python library, fm-actor, that consumes a standardized Yaml format describing tools. With this library, tools can be used in programs without much effort. A great showcase of this is another tool I developed, fm-weck. Fm-weck encapsulates the verification tool in a container. For rapid testing, fm-weck can download and execute the tool using the pre-configured arguments from the standardized Yaml as well as custom ones provided by users.

---

1 Beyer, Kanav, Wachowitz, “CoVeriTeam service: Verification as a service”, Proc. ICSE, companion, pp. 21–25, 2023
Multi-modal Machine Learning for Hardening Firmware Binaries

Yunru Wang \(\text{yunru.wang@ifi.lmu.de}\)

Supervisor: Prof. Dr. Johannes Kinder

The extensive dependence on third-party libraries in embedded firmware exacerbates the threat to software supply chain security. Reverse engineering serves as the initial step in identifying vulnerabilities within firmware; however, this process is impeded by the lack of semantic information in machine code. Besides, when known malicious code is present in either the source code or binary code, Binary Code Similarity Detection (BCSD)\(^1\) emerges as a pivotal tool in recognizing malicious code patterns from binaries compiled across various domains; and aiding in the automation of firmware patching efforts.

Traditional BCSD methods, which heavily rely on manual feature selection and computationally intensive procedures, exhibit insufficient scalability. In contrast, deep learning-based BCSD techniques have garnered attention for their superior capability in feature representation and adaptability across diverse architectures, platforms, compilers, and compilation configurations. However, existing deep BCSD approaches solely focus on learning features from binary code, which may not suffice due to the absence of symbols and other high-level structures inherent in source code. Motivated by Multi-Modal Machine learning (MMML)\(^2\), we propose leveraging source code and additional contextual information to enhance the binary representations. Furthermore, our project not only functions as a BCSD tool but also provides the reconstruction of valuable high-level structures, such as code summaries and pseudocode, assisting in other reverse engineering tasks.

In our methodology, we align binary encoding with function names in latent space using contrastive loss to incorporate function name semantics into binary encoding. Additionally, we employ a function name generation task as a proxy for further finetuning. With the trained binary encoder, we evaluate binary similarity by computing the cosine distance between their generated embeddings, thereby determining whether they originate from the same source code. Furthermore, we apply a similar approach to reconstruct high-level structures from binaries. During training, code summaries or pseudocode, served as captions, together with preprocessed binaries are input to finetune the binary representation model and train a decoder. During inference, high-level structures are reconstructed using the processed binaries alongside the finetuned binary encoder and the trained decoder.

---


Information technology has caused a new form of crime to emerge: cybercrime. It is incurring an increasing cost on modern society and is arguably threatening the stability of our economic system. Traditional law enforcement approaches appear to struggle with this new development. However, with new technologies also come new forms of criminal investigation, like large-scale data analysis and police trojans for covert surveillance. The effectiveness of such methods routinely raises questions regarding their impact on the constitutional rights of affected citizens. The inherent bounds of national law complicate matters further.

Funded since October 2019, this Research Training Group aims to disentangle the many open ends of this research area arising from the interaction between computer science and criminal law by bringing together established scientists from both areas. Computer science is represented through the areas of cryptography (Dominique Schröder), theoretical computer science (Lutz Schröder, Stefan Milius), multimedia security (Christian Riess), hardware-software-co-design (Jürgen Teich, Stefan Wildermann) and computer security (Felix Freiling). Colleagues from law represent criminal law (Hans Kudlich), criminal procedural law (Christoph Safferling) and criminology (Gabriele Kett-Straub). Starting with the second funding phase from April 2024, this expertise is complemented by three additional scientists: Zinaida Benenson (human factors in security), Paul Rösler (cryptography, provable security, secure messaging) and Paulina Pesch (data protection in law enforcement, criminal law and criminal procedure).

After almost four years of joint interdisciplinary research in this research training group, we have taken an analytical-empirical look at the topic of cybercrime and the criminal liability and prosecution of cybercrime. In doing so, the project succeeded both in the area of technical analysis of digital evidence as well as in the legal and social understanding of the phenomenon of cybercrime and the challenges of its prosecution (like the work of IT expert witnesses). Progress has been made, for example, in the fundamental assessment of the falsifiability of digital traces or the reliability of artificial intelligence methods in criminal prosecution. While many research topics naturally have until now explored the limits of forensic computing, the second funding phase aims more towards applicability of results.
Overall, the research field of forensic computing is undergoing a national and international phase of “demythologization”. Thus, the involved scientific disciplines are realigning themselves and each other. Within this context, the continued goal of this research training group is to slowly but systematically work towards establishing new methodological standards in handling digital evidence, interpreting and developing national and international law in the years to come.

The individual research and training programme of funded researchers is undertaken in cooperation with an interdisciplinary advisory committee and supported by a joint lecture series, a research seminar and interaction with international guests. During the annual cybercrime workshop, funded researchers interact by solving selected cybercrime cases involving forensic analysis of digital evidence and its presentation in front of an expert panel consisting of computer security professionals, public prosecutors and judges.
State-based systems are a useful formal method for modeling process behaviour. In its most basic form, a system consists of states and transitions between them. Over the years many different system types have emerged, such as labelled, weighted, probabilistic, and game-based systems. The category-theoretic framework of universal coalgebra provides a generalization of all these settings.

But even when one restricts to just a simple system type, there is a wide variety of pertinent semantics. Two systems which behave differently under a finer semantics may be indistinguishable under a coarser semantics. The desired semantics always depends on the use case. Processes can thus be compared in different ways, ranging from just their outputs to their exact internal behaviour. All of these types of process equivalences can be used in e.g. specifying the degree of strength of an attacker model for verifying security features of protocols. This is done by modeling implementation and specification and checking for their equivalence under the appropriate semantics.

In recent years, the idea to use graded monads in the study of process semantics has emerged. An advantage of taking this approach, in addition to its coalgebraic generality, is that in some cases one can systematically extract the so called characteristic logic of a semantics. Simply put, a logic consists of certain kinds of formulas and a definition of when they are satisfied by, in our case, a process. The characteristic logic for a semantics defines the types of formulas in such a way that whenever two processes are semantically equivalent, there is no formula, i.e. property, that distinguishes them from each other, e.g. is satisfied by one and not by the other. In the case of inequivalence, distinguishing formulas serve as an easily verifiable certificate of this fact.

The first goal is to extend the framework of graded semantics to include temporal logics, which enable reasoning over unspecified depth of steps. Temporal logics are used in model checking and can be useful in e.g. checking for properties of unspecified depth in data analysis such as “Was program A executed before program B?”.

The study of these semantics and extending the theoretical foundation for their applications in digital forensics and cybersecurity is the main aim of the thesis.
Coalgebraic Automata and Learning Algorithms and their Application in Forensics

Hans-Peter Deifel (hans-peter.deifel@fau.de)
Supervisor: Prof. Dr. Stefan Milius

The study of dynamic systems has a long and rich history in computer science, spanning fields such as classical automata theory, concurrency theory, and IT security. Such systems include deterministic automata, (labeled) transition systems, and probabilistic systems. Historically, algorithms developed for one type of system had to be adapted or reinvented for another one. In contrast, the theory of *Universal Coalgebra* aims to provide a generic framework for systems that encompasses the instances mentioned above and many others.

The use of coalgebraic techniques has recently facilitated the development of a generic *partition refinement algorithm*, which we implemented in a tool that can efficiently minimize a wide array of state based systems. In fact, for many of the studied system types, the generic algorithm matches the run-time complexity of the best known specialized algorithm and for some system types even surpasses it. Genericity is achieved by varying the coalgebraic type functor, but the base category is assumed to be the category of sets.

In the above algorithm, partition refinement is used to compute the state space of a minimal system w.r.t. behavioral equivalence. In this thesis we will, as a first step, extend the algorithm into a fully fledged minimization procedure. This entails moving from computing the state space to also computing the transition structure of the minimal system, while retaining the full genericity.

We will also add support for data automata to the algorithm, by porting it to another base category. Data automata deal with infinite alphabets that are accessible only by a limited API. They arise e.g. when dealing with user data in XML processing.

Another class of algorithms that has recently seen the introduction of coalgebraic techniques is active automata learning, which allows to infer automata models by querying a black-box system. E.g. Angluin’s original learning algorithm reconstructs a deterministic finite automaton by posting a series of questions to an adequate *teacher*. Since this pioneering work, similar learning algorithms have been developed for a variety of different systems, motivating the search for a generic method. Advances in this direction were made using coalgebraic methods by Silva et al. with their *Coalgebraic Automata Learning Framework* and more recently, by Barlocco et al. The latest development is an algebraic approach by Schröder and Urbat. All of these approaches have various shortcomings, in particular, they do not yield a concrete ready-to-use generic algorithm. In this thesis, we will investigate the applicability of those approaches and hope to devise a concrete algorithm with a high level of genericity.

As a case study, we will apply active learning techniques in the field of digital forensics, e.g. by constructing accurate models of black-box systems in digital evidence.

Bisherige Studien beliefen sich bisher relativ erfolglos auf die ausschließliche Anwendung quantitativer Methoden zur Identifizierung von Risikofaktoren bei Opfern von Cyberkriminalität in der allgemeinen Bevölkerung. Um den Opfern nach einer Viktimisierung zu helfen und Taten im Vorfeld zu verhindern, erfordert es eine Forschung, die sich nicht alleine auf statistische Analysen beschränkt und sich neben der Aufdeckung von Risikofaktoren auch anderen viktimologischen Themenfeldern widmet.

Im Rahmen der Dissertation steht deshalb neben der Aufarbeitung des aktuellen Stands der Opferforschung sowie einer grundlegenden Darstellung des Phänomens Cyberkriminalität die Durchführung einer eigenen empirischen Studie im Vordergrund. Mithilfe eines standardisierten Fragebogens sollen Opfererfahrungen von Privatnutzer*innen im Internet und ihr Online-Verhalten erfasst und Daten für eine statistische Analyse gewonnen werden. Im anschließenden qualitativen Forschungsteil werden ausgewählte Cybercrime-Opfer zu ihrem Umgang mit der Tat und der Bewältigung der Tatfolgen interviewt. Diese kombinierte Vorgehensweise schafft zum einen die Möglichkeit, statistische Kennwerte zu erhalten und zum anderen mittels einer qualitativen Inhaltsanalyse nach Mayring Wissen über den Umgang mit der Tat von Cybercrime-Opfer zu generieren, welche dann in die Opferhilfe und Präventionsarbeit einfließen können.
Digital Stratigraphy: Chronological Dating for Digital Forensics

Lisa Marie Dreier (lisa.dreier@fau.de)
Supervisor: Prof. Dr.-Ing. Felix Freiling

In criminal investigations, understanding temporal relationships often is crucial to interrelate evidence or exonerate suspects. In the case of digital evidence such temporal relationships are usually established by collecting and interrelating timestamps in file systems or log files. Although this can be a good approach in general, such an analysis entirely depends on the existence of reliable timestamps. But these do not necessarily exist, as illustrated in the case of file recovery in file systems: Even though deleted files often can be recovered fully or partially, associated metadata (and thus corresponding timestamps) might already be overwritten. Besides, some recovery methods (e.g., file carving) do not recover the associated timestamps by design.

But temporal relationships can not only be established by interpreting a set of timestamps. Instead, Casey proposed a method to estimate a time frame for the creation date of a deleted file based on the file’s location on disk combined with time specifications of neighboring files.\footnote{Eoghan Casey, “Digital Stratigraphy: Contextual Analysis of File System Traces in Forensic Science”, Journal of Forensic Sciences, vol. 63, p. 1383-1391, 2018.} It is part of a bundle of methods and observations summarized under the term digital stratigraphy, with their concepts transferred from archaeology and geology. In these two disciplines, stratigraphy is a well-known method for establishing a relative chronology (and thus temporal relationships) between different sediment or rock layers (including the objects they contain). As establishing temporal relationships and assigning dates to objects is an essential objective in both disciplines, they have a wide range of such methods summarized under the term chronological dating.

Thus, this thesis will explore different ways of chronological dating in different disciplines and investigate which of these methods can be transferred to digital forensics. For this purpose, it will focus on the inherent concepts of the methods and constitute an overview of their characteristics before investigating how they can be applied to digital forensics. Nevertheless, one main focus of the work will still be digital stratigraphy, with the aim of improving and extending its capabilities to establish temporal relationships: this thesis will extend the method in a way that makes it applicable for further digital media, e.g., databases, and refine it with additional concepts transferred from other disciplines, such as the Harris-Matrix taken from archeology.
Infinite alphabets are used to model the communication of values from infinite data types such as nonces, channel names, process identifiers, URLs, data values in XML documents, object identities, or abstract resources. Automata models for data languages, which are languages over an infinite alphabet, have received considerable attention in recent research. Typically, these languages are accepted by register automata, first introduced by Kaminski and Francez\textsuperscript{1} and extended by Kaminski and Zeitlin\textsuperscript{2}. These automata have a finite state description, which then generates an infinite configuration space by use of the infinite alphabet. Another model for data languages are nominal automata, first introduced by Bojańczyk, Klin, and Lasota\textsuperscript{3}. These automata have infinitely many states but are often required to be orbit-finite: they have only finitely many states up to renaming implicitly stored data values. Both types of automata have shown to be equi-expressive, yet nominal automata enjoy many properties convenient for talking about them in an abstract manner.

In this thesis we shall explore different topics arising at the interface of automata theory, logic, and (co-)algebras: We will look at new automata models for data languages and work out the details of their semantics and equivalent descriptions. In addition, we will describe equivalent logics for the class of data languages accepted by these automata models. In particular, we have started an investigation of presheaf automata. During this, we found a class of languages accepted by specific presheaf automata, which had wonderful properties for reasoning about them. We found a characterization of these by using monadic second order logic with equality tests and also equivalences to other automata types already studied before. Later we will also work out the coalgebraic semantics for presheaf automata, similarly to our previous work where this was done for non-deterministic orbit-finite nominal automata (NOFAs) and regular non-deterministic nominal automata (RNNAs)\textsuperscript{4}. With these presheaf automata we will use the internal logics of toposes.

Finally, we will discuss applications of these automata in different fields of digital forensics. Nominal automata have previously been used for model checking, where an automaton model is exhaustively verified against a property specified in an expressive logic. We aim to extend this towards other automata models and to properties of interest in forensics.

\textsuperscript{1} M. Kaminski, N. Francez, ?Finite-memory automata?, Theoretical Computer Science, Volume 134, Issue 2, 1994, Pages 329-363, ISSN 0304-3975
Foundations of Adaptor Signatures

Paul Gerhart (paul.gerhart@fau.de)
Supervisor: Prof. Dr. Dominique Schröder

Adaptor signatures are a novel cryptographic primitive with numerous applications to payment channels, blind conditional signatures, and verifiable witness encryption. On a high level, this primitive allows the signer to compute pre-signatures on messages for statements of NP relations. Pre-signatures are publicly verifiable that simultaneously hide and commit to a signature of an underlying signature scheme on that message. Anybody possessing a corresponding witness for the statement can adapt the pre-signature to obtain the “regular” signature. These properties allow building some sort of smart contracts on blockchains that only allow the storage of transactions on chain. Unfortunately, the formal security notions of adaptor signatures are not well understood. The security of many works building on top of adaptor signatures relies on stronger security assumptions not necessarily covered by adaptor signatures. Therefore, we try to build a new formal security model for adaptor signatures that allows building solid proofs. Furthermore, we want to build protocols that do fair exchange based on these new definitions and explore applications in digital forensics.
Forensic Application of Side-Channel Analysis

Paul Krüger (paul.krueger@fau.de)
Supervisor: Prof. Dr. Jürgen Teich

With the ever-increasing spread of embedded systems used in, for example, smart devices and the Internet of Things, and the public’s heightened consciousness regarding privacy and data security, the need for secure computing and communication was never higher. While current standards for cryptographic algorithms can be considered mostly secure the issue of side-channel vulnerabilities is omnipresent. Side-channel vulnerabilities may occur when an algorithm implemented on a physical platform is executed generating traces possibly containing information related to a confidential part of the system. This issue is exacerbated when considering the implementation of cryptographic algorithms on embedded systems, where side-channel security is often traded for computational efficiency, further increasing the risk of side-channel attacks. However, these vulnerabilities also present an opportunity for forensic investigation, as systems that might be otherwise unbreakable may still be susceptible to side-channel attacks, enabling investigators to access possibly critical information.

In order to apply side-channel attacks in forensic investigations it is necessary to handle emerging issues due to discrepancies between side-channel attack research and forensic practice: While research usually focuses on often simplistic target platforms, the devices encountered in practical forensic investigations are usually much more complex. Device-specific attacks from the research literature therefore regularly have to be adapted.

In particular, the issue of Systemic Noise in power side-channel attacks is investigated. In this context the Systemic Noise of a device is an encapsulation of all noise directly originating from the device’s hard- or software components. These noise components may negatively affect side-channel attacks as they can introduce for an observer non-deterministic execution behavior and may invalidate the attacker’s assumptions about the system behavior. This thesis mainly investigates the effects of Systemic Noise on the current standards for cryptographic algorithms, namely the Advanced Encryption Standard (AES) and its related modes of operation. The overall goal of this thesis is to enable efficient cross-device application of side-channel attacks by providing generic solutions to Systemic Noise issues that can be applied to different classes of target devices.

For this the following three approaches are pursued:

First, we adapt current side-channel attack techniques to enable them to detect, interpret and adapt to Systemic Noise. Second, we investigate side-channel attack techniques that approach Systemic Noise as an additional side channel to attack and obtain further information about the system. And third, we develop side-channel attacks completely circumventing the issue of Systemic Noise by relying on sources of information unaffected by Systemic Noise.
Cyberangriffe auf kritische Infrastrukturen

Mathis Ohlig (mathis.ohlig@fau.de)
Supervisor: Prof. Dr. Hans Kudlich


Im Fokus der Analyse der aktuellen Rechtslage stehen zunächst die rund um das Phänomen der Hackingangriffe auf kritische Infrastrukturen relevanten Straftatbestände – Computerdelikte im engeren und im weiteren Sinne. Dabei werden auch Fragen des Allgemeinen Teils des Strafgesetzbuchs beleuchtet. Daran schließt sich die Untersuchung an, ob die bestehenden Straftatbestände und die bestehende strafrechtliche Dogmatik Hackingangriffe auf kritische Infrastrukturen angemessen erfassen. Hierfür ist freilich vorweg die Frage zu beantworten, was überhaupt „kritische Infrastrukturen“ nach der aktuellen Rechtslage sein können. Auch wenn es bisher keine strafrechtliche Legaldefinition gibt und noch keine Straftatbestände besondere Folgen an die Kritikalität von angegriffenen Infrastrukturen knüpfen, ist die Begriffsdefinition doch deshalb relevant, weil es denkbar ist, dass sich aus der Einstufung als kritische Infrastruktur im Rahmen normativer Kriterien besondere dogmatische Folgen ergeben. Es ist das Ziel der Dissertation, die gefundenen Probleme in der gegebenen Rechtslage unter Berücksichtigung der Besonderheiten der Fallgruppe dogmatisch zu lösen.

Mobile devices like smartphones have become an irreplaceable companion for many people today and are used for a multitude of activities such as navigation, communication and entertainment. Therefore, the data stored on a smartphone can serve as a valuable source of evidence during a criminal investigation. Accessing data on a mobile device can be a technical challenge. In smartphones, for example, many measures are employed to protect the users’ data, and various methods, some hardware-based, others software-based, have been developed to facilitate data extraction and subsequent analysis. When such extraction methods are used it is important to know if they make any changes to the device under investigation and how reliable their results are as this influences their usability in court proceedings.

To establish under which circumstances an extraction method is reliable and in what cases the produced data could contain errors, testing needs to be performed. With regard to the ever evolving hard- and software, it is important that testing is continuously performed under the new circumstances. Because of the possible importance of digital evidence it is not enough to rely upon the word of the tool vendors that they are performing this continuous testing. And, in some cases, the number of different settings in which a method could be used is too big to rely upon one entity to perform testing for all of them. Therefore, it is necessary that practitioners and researchers also perform tool and method validation. However, there are obstacles to this like limited resources and a lack of reference data. More testing could also help to establish the limitations of tools better.

As testing is an important factor for the extracted data to serve as reliable evidence, in this thesis possibilities to validate data extraction methods used in the context of mobile device forensics are explored. First, an extensive overview of methods that could be used in digital investigations will be given and the methods classified according to the maximal data access they can provide. Then quality criteria need to be defined and different possibilities for a validation setup assessed. Finally validation methods should be implemented and evaluated regarding their usability and the transferability of results between different devices.

2 Graeme Horsman. “I couldn’t find it your honour, it mustn’t be there!” – Tool errors, tool limitations and user error in digital forensics”. In: Science and Justice 58.6 (Nov. 2018), pp. 433–440.
Tempting Bytes: Vergleiche der Neigung zu Cyberkriminalität und herkömmlicher Kriminalität

Laurin Schwemer (laurin.schwemer@fau.de)
Supervisor: Prof. Dr. Gabriele Kett-Straub

Im November 2022 veröffentlichte das Bundeskriminalamt (BKA) die Ergebnisse der Dunkelfeldstudie „Sicherheit und Kriminalität in Deutschland“ (SKiD). Der Studie zufolge sind die Menschen in Deutschland am häufigsten von Straftaten betroffen, die sich dem Bereich der Cyberkriminalität zuordnen lassen. Gleichzeitig sind die Anzeigequoten in diesem Bereich recht gering und das Dunkelfeld daher vergleichsweise groß. Mit der fortschreitenden Digitalisierung in der Gesellschaft nimmt die Bedeutung digital verübter Kriminalität offenbar zu, während herkömmliche Kriminalität vom Volumen her etwas abnimmt. Obwohl Cyberkriminalität häufig grenzüberschreitend ist und die hohe Zahl an Betroffenen in Deutschland nicht unbedingt auf eine hohe Zahl an Tatbegehrenden aus Deutschland schließen lässt, stellt sich doch die Frage, ob in einer digitalisierten Gesellschaft die Kriminalitätsneigung zu Cyberkriminalität womöglich höher ist, als zu herkömmlicher Kriminalität.

Das Dissertationsvorhaben, will also herausfinden, inwiefern in der deutschen Bevölkerung eine Kriminalitätsneigung zu Cyberkriminalität besteht und in welchem Maße sich diese von der Kriminalitätsneigung zu herkömmlicher Kriminalität unterscheidet.


Open Source Ermittlungen im Strafverfahren

Tabea Seum (tabea.seum@fau.de)
Supervisor: Prof. Dr. Christoph Safferling


Primär stellt sich die Frage nach einer angemessenen Rechtsgrundlage. Aktuell wird § 161 StPO, die Allgemeine Ermittlungsbefugnis, verwendet. Dabei ist fraglich, ob die Norm das Spannungsfeld der schutzwürdigen Daten zum einen und der Eingriffsintensität zum anderen erfasst und diese somit als ausreichend erachtet werden kann oder ob zur Gewährleistung der ausgewogenen Beachtung der Individualrechte des Beschuldigten/Angeklagten und einer effizienten Strafverfolgung der Gesetzgeber tätig werden müsste.


Im Rahmen der Hauptverhandlung muss sich das Gericht dann kritisch mit der Herkunft und dem Vorgang der Beweisgewinnung auseinandersetzen. Nur durch eine sorgfältige Analyse kann eine Fehleinschätzung des Beweiswertes vermieden werden. Es wird somit die Frage untersucht, welche Anforderungen und Kriterien an die Vorlage der Open-Source Beweismittel zu stellen sind.
Detection of AI-Generated Images

Lea Uhlenbrock (lea.uhlenbrock@fau.de)
Supervisor: PD Dr. Christian Riess

In forensic investigations, images can show valuable leads or they can serve as evidence in court. A variety of digital tools has been developed to validate the origin and authenticity of images. Conversely, there also exist tools for detecting image tampering. This includes, for example, image splicing, object removal or copied image regions. One new challenge for image forensics analysis is the emergence of images generated by artificial intelligence (AI). With only minimal human interaction, such AI-based generators are able to create image content that is visually highly plausible. The detection of such generated content is an open problem. Currently, the most promising approach for forensic detectors is to use machine learning (ML).

The subject of this thesis is to add to the state of the art in ML-based image forensics with neural networks. The pursued research addresses the following questions: Which traces are left by AI-based image generators? Which neural network architecture is best suited for detecting generated images? How can a learning-based detector framework be constructed, such that the results of the image analysis provide as much interpretability and explainability to an analyst as possible?

Towards answering these questions, first results were found for images that are generated from Generative Adversarial Networks (GANs): GANs exhibit specific traces in transform domains, and it was even found that specific model architectures leave fingerprints in the images. However, these insights only form the beginning of understanding the specific representations of generated images. For example, the current state-of-the-art Diffusion Models are considerably more difficult to detect by established forensic techniques. This shows that we need a broader and deeper understanding of the representation of synthetic images in order to be able to reliably analyze them.

Two aspects are considered particularly important for the pursued research on forensic detectors. First, the technology behind forensic detectors has to be sufficiently flexible to be able to keep up with the rapid progress in the state of the art in synthetic image generation. This aspect encourages research in features and representations that capture inherent properties of generated content. Second, forensic detectors have to be designed with interpretability and explainability in mind. This is a critical component for an analyst to understand whether a detection result is reliable and justified. Such understanding is on one hand important when considering that also pristine images are created nowadays with an increasingly large amount of advanced image processing. Hence, an analyst must distinguish between such “expected” image processing and post-hoc artificially generated content. On the other hand, forensic detection methods for generated content almost exclusively rely on black-box learning-based methods, which make it challenging for an analyst to recognize the circumstances when she can trust the results.

To tackle these challenges, we investigate a learning framework that consists of multiple neural networks. Each network is specialized in extracting one type of trace. One system containing the different networks then adapts their combined output to create a final result. This ensures generalizability to different scenarios and generator models. As each sub-network is specialized on finding specific traces, this framework also implies a certain level of explainability and interpretability of the end result. Our research analyzes and
discusses the conceptional details of this framework and its implementation to allow valuable insights into the detection of synthetic images.
Various usage scenarios that necessitate realistic forensic data have been identified in the past. Some of the most prominent ones are education and training, tool testing, malware analysis, and research and development. In most cases, the deployment of synthetic data is inevitable as the use of real-world data is severely restricted due to privacy concerns as well as non-disclosure obligations. However, synthetic data often contains traces of its artificial creation and lacks realistic background noise or wear-and-tear artifacts that are irrelevant to the case under consideration but contribute to the comparability of synthetic data to real-world data.

For more than a decade, separate approaches have been introduced by the scientific community – with various concrete objectives in mind – to enhance the creation of forensic data, resulting in frameworks like Forensig\textsuperscript{2}, EviPlant, TraceGen, or ForTrace. Nevertheless, the authors of previous work uniformly acknowledge that there still does not seem to be an adequate solution.

In this work, we build upon existing strategies in the field of forensic data generation, but take a novel viewpoint by integrating ideas known from other research areas, such as malware sandbox detection and Large Language Models. However, the first step towards tackling the problem of creating realistic data, is to precisely define and formalize the concept of realistic data, contrasting them to non-realistic data. Subsequently, ways to evaluate the realism of synthetic data by means of quantitative as well as qualitative measures will be studied. Moreover, we will distinguish the concrete requirements on generated data that are implied by different usage scenarios.

While different starting points are conceivable, in this thesis we will first focus our attention on the generation of realistic disk images for education and training purposes. An extension of the approach and evaluation of its suitability for other applications or data types is intended in the future.
Thanks to increasing digitization in medicine, more and more data is becoming available, for example in electronic patient records, through laboratory analyses, or even in treatment guidelines. One challenge is to make the knowledge contained in this very diverse data available and usable at the point of treatment for concrete individual therapy decisions. Existing clinical information systems allow the collection and storage of important information, but usually in a relatively unstructured way and without an individual, context-related compilation of the facts relevant for a treatment decision. The aim of the research training group is to train young researchers from the fields of medical informatics, computer science, statistics, epidemiology, and psychology so that they obtain a holistic overview of the state of research on knowledge- and data-based personalization of medical decision-making processes and learn to design new methods on an interdisciplinary basis and implement them prototypically using the example of malignant melanoma. For this purpose, methods from the fields of information extraction, knowledge representation with machine learning methods, and insights into user interaction at the point of care will be combined in a novel way. Through interdisciplinary measures, in particular through job shadowing in the dermatology clinic, barriers to understanding between the disciplines are broken down. Unique for a research training group is the cross-institutional cooperation between the Dortmund University of Applied Sciences and Arts, the University of Duisburg-Essen, and the University Hospital Essen, which is based on an already existing cooperation through a joint study program in medical informatics. Together, the applicants represent broad expertise in the fields of medical informatics, bioinformatics, epidemiology, artificial intelligence, psychology, radiology, and melanoma research. Graduates of our program will be able to take leading roles in the digitization process of healthcare and further improve treatment pathways using artificial intelligence techniques, taking into account the direct feedback and experience of the treating physicians.
Extracting prognostic indicators of patient outcome from pre-clinical histopathology image data and additional clinical data

Mohamed Albahri (mohamed.albahri@fh-dortmund.de)
Supervisor: Prof. Dr. Markus Kukuk

For malignant melanoma, an aggressive melanocyte-derived tumor, we are observing a global rise in cases\(^1\). Although it represents a small fraction of skin cancer diagnoses, it leads to the majority of skin cancer-related deaths\(^2\). This severity is heightened by genetic alterations, notably BRAF mutations.

Acknowledging the complexities clinicians face in making treatment decisions, deep learning emerges as a critical support tool by bridging the gap between advanced technology and personalized care. By deeply analyzing medical images and uncovering complex patterns, deep learning enables clinicians to consider more nuanced and effective treatment decisions.

The project focuses on leveraging pre-clinical histopathological images and additional clinical data to identify prognostic indicators for patient outcomes using deep learning techniques for skin cancer. It builds on the analysis of melanoma skin cancer whole slide images (WSI), employing both public datasets - such as the Cancer Genome Atlas (TCGA) Skin Cutaneous Melanoma (SKCM) - and our newly digitized image data.

Focusing on an end-to-end learning approach for gigapixel images without requiring pixel or patch-level labels, our research aims to enhance BRAF mutation predictions across entire WSIs. Additionally, our goal is to explore prognostic variables, such as the presence of tumor-infiltrating lymphocytes, mitotic rates, and tumor necrosis factors, emphasizes a comprehensive strategy for understanding factors critical to melanoma patient survival rates. A further objective is to investigate how to integrate Dermato-Histopathology specific foundation models into our research and assess the feasibility of such integration.

The project adopts a self-supervised learning approach for initial feature representation enhancement, followed by fine-tuning for specific tasks, and investigates the effectiveness of transferring features from ImageNet-trained models to the medical domain, which showed in the last years very promising results compared to traditional supervised machine learning algorithms.

---


Application of Graph Representation Learning for Analysis of FHIR Graphs in Patient Data

Mikel Bahn (mikel.bahn@uk-essen.de)
Supervisor: Prof. Dr. med. Felix Nensa

Many current medical data models, algorithms, and applications restrict the data driven perspective on patients by a gridded or sequential nature of representation. Such approaches in current digital treatment programmatically don’t take rich interconnected and multi-modal facets of the true nature of patients and their relation to medical entities such as diagnoses, treatments into account and can only hardly provide unified and holistic insight into data at the point of care. At the same time, standardized and graph-based knowledge representation like FHIR continue to gain in popularity in the medical domain leading to an increasing graph-based representation of medical entities and an increasing gap between existing knowledge and corresponding knowledge exploitation. Moreover, data-based representations of medical entities suffer from incomplete and incorrect data and moreover are fundamentally limited in their representation qualities by the current understanding of the subject matter at hand. Especially complex medical operating procedures or complex diseases can hinder clear and effective treatment because of overwhelming or vanishingly small amounts of relevant data and knowledge negatively influencing the medical operator and algorithmic approaches in their results.

Graph-based analytical models promise to help to uncover previously undiscovered structure, patterns, and relationships in ever growing semantic medical data that may be critical for improved patient stratification, personalized therapies, diagnostics support, treatment gap or error resolution, and more accurate prediction of disease progression by allowing to exploit contextualized information derived from highly interconnected FHIR graphs. Due to their statistical holistic nature such methods allow to enhance current perspectives on knowledge representation, enable contextualized information extraction and retrieval, and provide a basis to overcome factual barriers of classical gridded or sequential data-based models.

This work proposes to use heterogeneous and multi-modal graphs as a more natural and unrestricted representation to model and analyze complex medical entities like a patient that may be composed of features like medication, care plan and so forth simultaneously. Upon this representation, Graph Representation Learning techniques such as Graph Neural Networks along with generative Large Language Models are at the center of this work and will be used in a two folded way. On one hand, along proper data modeling techniques that adhere the logical structure of FHIR formatted data, they’ll be used to model rich interactions relevant at the point of care to allow for a wide class of use cases such as patient stratification, data augmentation or synthetic data generation. On the other hand, such learned representations will be used as a factual but also machine-readable basis to provide medical professionals new capabilities of interacting with these complex entities transparently. This is done by exposing natural language-based interfaces in interactive ways bridging factual and probabilistic knowledge but also investigating upon new ways to make contextualized and personalized information explicitly available within current applications at the point of care.
When treating patients, clinicians rely on integrating multiple sources of information for their diagnosis and prognosis. The treatment is based on a wide variety of data modalities including medical images from pathology, radiology and nuclear medicine, as well as clinical notes and tabular data from laboratory tests. Adapting this multimodal approach to machine learning using foundation models as a starting point shows great potential to leverage the performance of predicting clinical endpoints for melanoma patients.

Foundation models have shown remarkable success in solving computer vision tasks such as semantic or instance segmentation\(^1\). These generalist models are typically trained on extensive datasets using self-supervised or unsupervised methods to learn valuable representations for later downstream-tasks. Successively, these base models can be fine-tuned utilizing few-shot or domain-specific learning to create a highly adaptable framework with increased performances on clinical tasks. This strategy already exhibits great potential for highly capable models in the medical domain without the use of multimodal data\(^2\). The incorporation of multiple clinical data modalities could increase this potential even further.

The RTG WisPerMed strives for knowledge and data-driven personalization of medicine and clinical solutions at the Point of Care based on the use case of melanoma patients. In this context, this project aims to use state-of-the-art foundation models and extend their capabilities for multimodal data. We start by evaluating the fine-tuning of already existing foundation models and utilizing fusing approaches to merge multiple information streams for solving a set of advanced clinical tasks ranging from the outcome of cancer progression to survival prediction. Based on these results, a potential next step would be the development of unified training strategies to create a new multimodal foundation model. This model will be able to predict clinical endpoints by analyzing whole slide images (WSI) from pathology, CT scans from radiology, unstructured data like electronic health records (EHR) and structured data such as genomics data. The existing knowledge and experiences of previous work such as cell segmentation and detection in WSI\(^3\), whole-body CT segmentation\(^4\) and text processing\(^5\) can be used to find new solutions for the aims of this project and the processing of the above called data modalities within our foundation model-based architecture. The required computational resources for training and inference will be provided by our newly integrated KITE (KI Translation Essen).

---

infrastructure to leverage the outcome of this project. The results of our work will be used at the Point of Care by integrating the model into an interactive dashboard developed by the previous cohort.

https://kite.ikim.nrw/
Where does the AI look? Influence of convergence of human attention foci and AI attention foci on reliance on a clinical decision support system

Noëlle Bender (noelle.bender@uni-due.de)
Supervisor: Prof. Dr. Nicole Krämer

Clinical decision support systems that employ AI-generated insights allow practitioners to reduce their mental workload and make elaborate and highly accurate decisions [1]. Deep learning, such as Convolutional Neural Networks (CNN), can support human decision-making, especially in medical imaging. However, accepting and relying on AI advice in medical decision-making does not necessarily reflect this trend [2]. The rise of contemporary technology has developed from tool-based usage to more human-like interaction [3] which requires an extension of the human mentalizing capabilities with a “theory of artificial minds” [4]. To accept and trust the support of another party, one needs to be aware of one’s own perceptual uncertainty and confidence [5] as well as the inner workings and uncertainty of the AI.

Therefore, this research aims to bridge findings about explainable AI, transparency, interpretability, and high-performing medically trained human decision-making and information processing. The most influential processes for highly sensitive and consequential scenarios are aimed to be identified, mainly applying psychophysical measures to find suitable interventions. With experimental eye-tracking studies, potentially implicit criteria during decision-making will be examined to make evidence-based inferences about trust calibrations. This is central to providing optimal conditions to pave the way toward hybrid intelligence in a medical context [6].

---

2 Küper et al., in press
Interactive retrieval methods for contradictory evidence

Bohao Chu (bohao.chu@uni-due.de)
Supervisor: Prof. Dr.-Ing. Norbert Fuhr

For innovative treatments, there are often contradictory publications on their efficacy. Current retrieval methods offer little or no support for this situation. In this project, based on medical entity extraction methods, suitable literature will be searched for diagnosis-therapy pairs specified by the user and classified concerning their respective evidence and significance.

The main task is to extract the respective statements on efficacy from the publications found. Then these are aggregated under consideration of the publication’s evidence (see Figure 1). For this purpose, we will explore novel methods which can be applied to retrieve contradictory information. This research will be roughly split into the following tasks:

1. Deploy a medical search engine to retrieve relevant publications based on user (i.e. medical professionals or patients) queries.
2. Extract and summarize claims regarding the efficacy of therapies from publications or published clinical trial reports searched by users.
3. Suitable classification schemes will be defined to describe the therapy’s efficacy (and side effects) and the corresponding automatic classifiers will be implemented.
4. Based on classification results, a systematic review related to the therapy will be generated automatically to find conflicting evidence.
5. An appropriate user interface will be developed in collaboration with the intended end users, including defining interactive functionality.
6. User studies will finally be conducted to evaluate the new system in comparison with the status.

Furthermore, as part of this research, the following questions will also be addressed: How can users influence the arrangement of the documents found? How to communicate the inherent uncertainty of system decisions? How useful are summaries generated by Large Language Models (LLMs)?

1 Illustration adapted from model displayed in ‘Evidence-Based Practice in Health’

Figure 1: Levels of Evidence Pyramids
Recommending scientific literature for revising clinical guidelines with knowledge graphs

Hendrik Damm (hendrik.damm@fh-dortmund.de)
Supervisor: Prof. Dr.-Ing. Christoph M. Friedrich

Building upon prior efforts to automate the recommendation of scientific literature for clinical guideline revisions, this project narrows its focus on the S3 guideline for melanoma. It innovates by harnessing bibliometrics and transformer-based Natural Language Processing (NLP) methods alongside the integration of knowledge graphs. These graphs, derived from established melanoma ontologies and terminologies, aim to improve the transparency and accuracy of literature recommendations, thereby enhancing the explainability of these processes. This initiative directly addresses challenges identified in previous research, such as the accuracy of literature recommendations and the occurrence of "hallucinations" in outputs from large language models like ChatGPT. By leveraging knowledge graphs, the project proposes a novel solution to mitigate these issues, offering a more reliable basis for recommendations.

An evaluation study with guideline developers forms a core part of this project, aiming to validate the effectiveness of the proposed method. Furthermore, the potential of this methodology to be applied to other oncology guidelines is explored, seeking to broadly enhance the clinical guideline revision process across the field.

This approach signifies a significant leap forward in the application of knowledge graphs and computational techniques within medical informatics. It promises substantial contributions to the evolution of clinical practice guidelines, emphasizing the creation of a more robust and scalable framework for integrating the latest scientific evidence into clinical practices. By fostering a deeper understanding and utilization of knowledge graphs, the project not only aims to streamline the guideline revision process but also to establish a more robust and scalable framework for incorporating the latest scientific evidence into clinical practice.

Digital sovereignty of medical practitioners

Enis Dogru (enis.dogru@uni-due.de)
Supervisor: Prof. Dr. Nicole Krämer

For technological developments to succeed in a clinical environment, medical practitioners must be willing to engage with the technology and consider its advice and support. Previous research on algorithm aversion and appreciation has shown that users may not trust AI-based support due to previous attitudes or negative experiences. The current project aims to explore how medical practitioners can be empowered to better judge when to trust AI-generated advice. The work will be grounded in assumptions on calibrated trust, algorithm literacy, and explainable AI, as well as assumptions on the balance of understanding and trust.

As a first step in this research project, it is planned to conduct a qualitative study – interviewing dermatologists at the University Clinic Essen to gain insight into the decision-making process of a physician and to ask about their current attitudes towards working with and relying on artificial intelligence.

Simultaneously, a quantitative online study will be developed to test cognitive forcing functions (CFFs) – design elements of decision support systems that are hypothesized to mitigate cognitive biases in the context of explainable AI. If integrated at the right point in the decision-making process, CFFs could help build calibrated trust by encouraging the user to engage more deeply with the explanation provided by the AI. This could mitigate over-reliance and therefore reduce the number of errors made by the human-AI team.

Altogether, by means of qualitative interviews, subsequent quantitative surveys and experimental designs, this project aims to uncover which factors influence whether medical practitioners trust in the specific system is actually warranted and how to develop digital sovereignty.

Empirical evaluation of developed medical informatics tools at the point-of-care

Kilian Elfert (kilian.elfert@uk-essen.de)
Supervisor: Prof. Dr. Andreas Stang

During the first three years of the WisPerMed research training group, various medical informatics tools have been developed to assist in the clinical care of patients with malignant melanoma at the point-of-care.

The evaluation of software tools includes the systematic investigation of the usability of an object. The evaluation results and conclusions reached must be justified on the basis of empirical data (qualitative as well as quantitative). Subjective and objective methods can be applied. Objective methods include, for example, observational interviews, log file recording, video recordings, keystroke level method. Subjective methods mainly include surveys involving both users and experts (according to e.g. cognitive walkthrough). Usability tests simulate the real-life case and use problem-oriented tasks. Usability attributes include learnability, efficiency, memorability, errors, and satisfaction.

The evaluation approaches to be developed should take into account value criteria (task accomplishment, functionality, interaction effort), suitability for the task, self-decriptiveness, conformity with user expectations, controllability, error tolerance (e.g. undo dialog steps, understandable error messages), suitability of individualization, and suitability for learning. After the development of the evaluation approaches, the evaluations take place and are evaluated after completion and discussed in a group of experts. In addition to the usability assessment, the evaluation should also be formative, which means that it uncovers any remaining weaknesses that can subsequently be remedied.

Personalization of Medical Decision-making at the Point of Care using Large Language Models and Chatbots

Bahadır Eryılmaz (bahadir.eryilmaz@uk-essen.de)
Supervisor: Prof. Dr. med. Felix Nensa

The introduction of Large Language Models (LLMs) into the medical sector has gained significant traction as the applications for clinical use cases seem limitless. Unlike their Natural Language Processing (NLP) predecessors, LLMs have the ability to build a deeper understanding of language, and therefore a deeper understanding of complex domains such as medicine, which, if harnessed correctly, could significantly improve personalised and context-aware medical care at the point of care.

Before personalised medicine can be achieved, one of the major challenges facing healthcare is extracting relevant information from unstructured clinical documents and ensuring a high level of structured information about patients. Clinical notes and reports, among other sources, contain vast amounts of valuable data that are not easily accessible or interpretable by traditional data management systems. Transforming this unstructured data into a recognised and interoperable data standard, such as Fast Healthcare Interoperability Resources (FHIR), is seen as a promising way to effectively leverage this detailed clinical insight. However, the process of extracting structured FHIR resources - such as patient health conditions, medical procedures and medication information - from unstructured text is dominated by Named Entity Approaches (NER), which require sophisticated mapping of documents.

To address this issue and leverage the capabilities of Large Language Models (LLMs), the proposed project focuses on the efficient and scalable transformation of unstructured clinical documents into structured FHIR resources using open-source LLMs such as Mistral or Mixtural. To achieve this, a dataset of pairs of clinical notes and corresponding FHIR resources should be curated and used for fine-tuning runs using a mix of manual and automated data processing steps. In addition, the training process should include the mapping of widely used coding systems like SNOMED, LOINC, or ICD10.

In this work, LLMs will be used to accurately extract relevant data from unstructured text. Key to this process is the quality of the training data, which can be assembled semi-automatically through the use of another LLM or manually curated with human input. Once a robust training dataset is established, a open-source generative LLM will be employed to create structured data. By establishing an automated pipeline for extracting

relevant patient information from unstructured documents, the first step is taken for subsequent use cases such as personalised medicine and healthcare-based chatbots.
Clinical pathway discovery based on electronic health record data

Praveen Jagan Nath (praveen.nath@fh-dortmund.de)
Supervisor: Prof. Dr. Britta Böckmann

When treating patients with melanoma, clinical guidelines and standard operating procedures (SOP’s) are essential sources of evidence-based knowledge that support well-informed medical decision-making. Despite their significance, effective electronic patient documentation that is suited to clinical requirements, is frequently lacking from today’s hospital information systems. This deficit makes it difficult for doctors to make prompt treatment decisions, since they have to sift through a lot of data to find pertinent patient information.

In order to overcome these obstacles, our study improves the usability of Electronic Health Records (EHRs) for individualized melanoma treatment by utilizing previous work on integrating patient data in clinical pathways. Our goal is to simulate and dynamically learn patient-specific clinical pathways using real-time EHR data by utilizing machine learning techniques. Techniques for process mining will be used to extract event records from EHRs that show the course of a patient’s illness and course of treatment. These event logs will be shown as clinical pathways unique to each patient, allowing for a direct comparison with SOP’s to ascertain the best course of action for each patient.

To find paths from data, our method evaluates deep-learning based techniques like Variational- and Predictive-Auto-Encoders as well as stochastic techniques like Hidden-Markov-Models. The results of this study may serve as a foundation for further research aimed at modelling treatment outcomes according to the particular circumstances and medical background of each patient.
Summaries and lay translations of clinical documents with transformers

Tabea M. G. Pakull (tabeamargaretagrace.pakull@uk-essen.de)
Supervisor: Prof. Dr.-Ing. Christoph M. Friedrich

During the course of a patient’s treatment, a variety of clinical documents accumulate that are often difficult for patients to understand. Providing lay summaries of the contents of these documents can improve patient-doctor communication and can lead to better informed patients. However, the manual preparation of these summaries is time-consuming and in most cases not feasible for doctors in their busy day-to-day clinical work. To address this problem, this thesis investigates the synthetic generation of summaries of German clinical texts and their lay translations with transformers.

Pre-trained large language models (LLMs), such as the Generative Pretrained Transformer (GPT), have significantly improved Natural Language Processing (NLP), across a wide range of applications. Self-supervised pre-training on large amounts of unstructured text enables these models to capture semantics, lexical information and knowledge. LLMs outperform previous methods even in few-shot settings, where no labeled data is required. The use of LLMs for summarizing clinical texts at the point of care presents challenges related to data protection, peculiarities of German clinical texts and ensuring the accuracy of the summaries.

To comply with data protection regulations, network-based models cannot be used. Instead, this work will be based on a large clinical language model developed by the members of the graduate school, together with previous work on semi-automatic ontology/terminology extraction. As part of the project, a synthetic corpus consisting of pairs of findings and corresponding lay translations or summaries will be created. In addition to text-based summaries, the thesis examines alternative presentation formats, including dashboards. Furthermore, an explainability component will be developed and evaluated to ensure the credibility of the generated summaries and translations.

---

Uncertainty aware haplotype based genomic variant effect prediction

Felix Wiegand (felix.wiegand@udo.edu)
Supervisor: Prof. Dr. Johannes Köster

The prediction of effects of genomic variants is a crucial step in the analysis of genomic data, in particular in precision oncology and precision medicine in general. So far, this has been done by considering each individual variant alone by predicting its effect on a regulatory element or a protein (e.g. causing the early termination of the protein or, less severe, a changed amino acid), estimating the severity of this effect, and annotating public knowledge about the variant (like allele frequencies, pathogenicity, and disease associations). Various tools that accomplish this task have been developed, for example VEP and SNPeff.

The consideration of each variant alone can lead to incomplete or in the extreme case even wrong information. For example, on the one hand, a deletion at the beginning of a protein that shifts the reading frame invalidates any downstream predictions of amino acid changes. On the other hand, if this first deletion is followed by an insertion that restores the reading frame, the impact on the protein might be less severe, or at least completely different. Another example is the collaboration of multiple amino acid changing variants that only together generate an effect severe enough to impact a certain binding domain of a protein. Finally, a severe variant inside a promoter or enhancer does only play a role for the targeted genes on the same haplotype or subclone, which needs to be taken into account when interpreting the interplay with potential additional variants in the targeted gene.

To address these challenges, we will develop a completely new approach for variant effect prediction. Instead of considering each variant individually, we will develop a graph structure (impact graph) that represents haplotypes as paths, while representing individual variants as nodes. This way, the impact of a variant can be annotated and interpreted in the context of the surrounding haplotype. Uncertainty in haplotype assignment is captured by alternative paths. Moreover, we will leverage the Bayesian model of Varlociraptor to annotate both edges and nodes with posterior probabilities for haplotype and variant calls. We will further develop an interactive visual representation of the impact graph that allows us to comprehensively assess the impact, any kind of common annotations and the uncertainty of the presented information.